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Through his philosophy of symbolic forms, and especially, through his understanding of
technology, Cassirer offers an approach that radically expands and transforms the concept of
logos as traditionally understood. According to Cassirer, logos has not only a ‘theoretical’
significance but an ‘instrumental’ significance as well. Thus, the power of logos resides in the
tool. Technologies not only expand human power and reach but open new world aspects.
Moreover, through his doctrine of symbolic forms, Cassirer shows that thinking is not
opposed to intuition. Rather, the two factors are combined in that thinking is conceived of as
technologically and symbolically distributed imagination. Scientific ‘objectivation’ (the
activity of rendering eterminable and communicable) thus requires human intervention, the
introduction of a “terminus medius”3 in the form of a constructive or dynamic principle that
opens up a particular sphere of possible determinations and comparisons. Cassirer’s positive
account of the generative and revealing powers of symbols and instruments redraws the
borders between the real and ideal, and in this way it may prove helpful when it comes to
understanding the cognitive status of computational visualisations, including simulations.

Bachelard (to be presented by Annamaria Carusi)

The interest of Bachelard for our topic resides in his notion of phénoménotechniques as
well as in his work on rationality and imagination. With respect to the first, Bachelard
critiques Husserl’s dichotomy between mind and data, and proposes instead that scientific
entities are never data or givens, but emerge from technical manipulations in interaction
with rational and practical judgements. Bachelard takes into account the role of technologies
in scientific experimentation, viewing the technologies as reified theories, which, since
modern physics, most often take the form of mathematical models. But, he also points out
the inter-relationship between the mathematisation of technology, and practical goals and
purposes on the one hand and the aesthetic form through which the scientific phenomenon
can be perceived on the other. There emerges from this a complex account of the different
levels of intentionality involved in scientific perception.

Thus through the lens of Cassirer’s work, we obtain a different perspective on the
relationship between thinking and imagination, and through the lens of Bachelard’s work we
see different details of the relationship between scientific practice — technical, rational,
social, and aesthetic — and the entities it creates for itself. By bringing these two
philosophers to the fore we hope to show how they can enrich current phenomenological
thinking on science and its images.
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Enhancement of What? A Capabilities Approach to Ethics of
Human Enhancement

Coeckelbergh, Mark

A major issue (or obstacle) in normative philosophical reflection on human
enhancement is lack of clarity about what should be enhanced and what counts as
enhancement. Both opponents and defenders of human enhancement need to define what
should be preserved or transcended. Even those defending a very broad definition of
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enhancement (e.g. Harris 2007) need to conceptualize the object of change - if this is not
possible, then the term is empty. What does ‘human’ in the term ‘human enhancement’? In
other words, an ethics of human enhancement needs an anthropology. Moreover, even if we
agree on what the object of enhancement is, we still need to discuss what enhancement of
that object consists in.

First, I argue that in addition to more general requirements such as coherence and
consistency, an anthropology needs to meet the methodological criterion of pluralism. Most
anthropologies are monist: they try to capture what it is to be human by using one concept.
This is true for many essentialist definitions of the human, but existentialist, culturalist, or
naturalist definitions are usually no less monist. I argue that instead we need a pluralist
approach that acknowledges the value of different perspectives on the human.

Then I propose to apply a capabilities approach to human enhancement that, in my
interpretation, meets the proposed methodological criterion and allows for a more precise
discussion of what should or should not be enhanced. Although at first sight the stress on
human dignity and the Aristotelian roots of Nussbaum’s capabilities approach (Nussbaum
2006) seem to support objections to enhancement only, I argue that if we interpret
Nussbaum’s capabilities list as an articulation of some important aspects we usually attach
to the term ‘human’, it also can provide guidance to those who are more sympathetic to
human enhancement. I show that technology can play a role in the maintenance, restoration,
and enhancement of capabilities.

By proposing this two-fold methodological shift, I hope to provide a theoretical common
ground for a more detailed discussion of (1) whether or not we want to enhance the human
at all, (2) if we want to, which aspects of the human we consider open for enhancement, and
(3) what enhancement of these aspects consists in.

Defending Human Enhancement Technologies: What Are We
Missing?

de Melo-Martin, Inmaculada

Recent advances in biotechnologies have lead to speculations about the enhancement of
human beings. As is often the case with new technologies, they have advocates and
detractors. Hence, proponents have argued that attempts to enhance humans will allow us to
live longer and healthier, enhance our emotional and intellectual capacities, and generally
achieve a greater degree of control over our own lives (1-5). Critics, on the other hand, have
pointed out that the use of these technologies is likely to increase unjust inequalities, that
they present serious health risks, that parents may become overbearing, or that expenditures
for these types of technologies would come at the cost of basic health care provisions or other
social programs (6-9).

Significantly, many of the moral arguments presented to defend or reject the use of
human enhancement technologies have been limited to discussions of the risks and benefits
of their implementation. Though both critics and proponents of these technologies often
argue in these terms, I will focus my discussion on the proponents, as this limitation is more
conspicuous in their case. The purpose of this paper is to argue that ethical arguments that
focus on the risks and benefits of the use of human enhancement technologies are
insufficient to provide a robust defense (or criticism) of such technologies. This is so for at
least two reasons. First, the belief that an assessment of risk and benefits can offer an
adequate ethical evaluation of these technologies presupposes a problematic conception of
science and technology as value-neutral. If scientific and technological advances are value-
neutral, then ethical and social issues related to such advances are limited to the assessment
of the implementation of scientific knowledge or technological practices. The assumption is
that science and technology, and the ethical and social issues that they raise are two separate
and distinct spheres. Technoscientists produce knowledge while humanists and social
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