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Aims and Scope

Technology and Regulation (TechReg) is an international journal of law, technology and society, with an interdisciplinary identity. TechReg provides an online platform for disseminating original research on the legal and regulatory challenges posed by existing and emerging technologies (and their applications) including, but by no means limited to, the Internet and digital technology, artificial intelligence and machine learning, robotics, neurotechnology, nanotechnology, biotechnology, energy and climate change technology, and health and food technology. We conceive of regulation broadly to encompass ways of dealing with, ordering and understanding technologies and their consequences, such as through legal regulation, competition, social norms and standards, and technology design (or in Lessig’s terms: law, market, norms and architecture). We aim to address critical and sometimes controversial questions such as: How do new technologies shape society both positively and negatively? Should technology development be steered towards societal goals, and if so, which goals and how? What are the benefits and dangers of regulating human behaviour through technology? What is the most appropriate response to technological innovation, in general or in particular cases? It is in this sense that TechReg is intrinsically interdisciplinary: we believe that legal and regulatory debates on technology are inextricable from societal, political and economic concerns, and that therefore technology regulation requires a multidisciplinary, integrated approach. Through a combination of monodisciplinary, multidisciplinary and interdisciplinary articles, the journal aims to contribute to an integrated vision of law, technology and society. We invite original, well-researched and methodologically rigorous submissions from academics and practitioners, including policy makers, on a wide range of research areas such as privacy and data protection, security, surveillance, cybercrime, intellectual property, innovation, competition, governance, risk, ethics, media and data studies, and others. TechReg is double-blind peer-reviewed and completely open access for both authors and readers. TechReg does not charge article processing fees.
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In this introductory article to the new journal *Technology and Regulation*, I give a somewhat personal account of the history of cyberlaw and technology law and the ‘struggles’ some scholars have finding their spot in the more general legal realm. It will recount some of the classic discussions in the field, such as whether cyberlaw is just a form of the ‘Law of the Horse’. It also outlines the contours of the field of technology regulation, some of the open questions in defining this field and some of its constituent elements. Finally, questions that I hope will be addressed in future articles in the journal are provided.

1. Coping with change

Courts are used to coping with change. Sometimes they face changes in society, for instance due to technological advances, which shake the foundations on which legal concepts are grounded. The move from atoms to bits is an example of such foundational friction. Courts and legislators have had to deal with questions about how the law relating to atoms applies to cases involving bits (in the absence of bits-specific law), facing the fact that bits and atoms have different properties and finding that the law is not adequately suited to cope with relevant differences.

In the Dutch legal history, a long legal battle was fought about the proper legal treatment of certain intangibles. It started in 1921 with a dentist in The Hague tapping electricity from the grid by tampering with his electricity meter. The courts, up to the Supreme Court, faced the question whether this act amounted to electricity theft. The Criminal Code at the time was tailored to deal with tangible objects, as was the Civil Code. It talks about taking away ‘goods’, which is traditionally understood as physically taking something in one’s hands and running off with it. The Dutch Supreme Court adopted a teleological interpretation of the provision, stating that its purpose is to protect the assets of its owner. Assets generally have some independent existence, can be controlled by humans, can be transferred and accumulated and represent a certain value, according to the Court. Electricity shares these properties, and – like tangibles but unlike intellectual property – is the product of physical labor (they are atoms rather than bits), and can hence be seen as an asset that is worthy of protection against theft, the ruling states. With this ruling, goods lost their tangibility under Dutch criminal law. Legal scholarship was divided over the extensive interpretation of the concept of ‘good’ adopted by the court, which was deemed infringing the *Nulla poena sine lege stricta* principle.

A next case in this series concerned a woman who had accidently received a sum of money on her bank account. She subsequently spent the money, but was charged with embezzlement (art. 321, Dutch Criminal Code). Following the 1921 electricity reasoning, the Supreme Court qualified credit on a bank account under ‘good’ as mentioned in the Criminal Code because the credit represents value and furthermore the money can be spent only once. Thus, cashless money – which consists of bits rather than atoms – was brought under the concept of ‘good’.

This raised questions when computer data, as a new species of intangibles, came up in cases in which defendants were charged with theft or embezzlement. Initially, various Dutch courts adjudicated cases concerning computer data, repeating the reasoning above, before realizing that there is something crucially different between things amenable to theft and those that are not. The first notable case dates from 1983. It concerns a programmer taking a disk pack from his former employer and using the source code stored on the disks to develop a competing software application. Some things were completely clear, including that taking the disk pack qualifies as theft. But what about the data on the disk? Were these stolen? The court,
to the dismay of some scholars, adopted the same reasoning as the Supreme Court had done in the 1921 and 1982 cases.

Then, in 1995/1996 two cases decided by the Supreme Court changed the course, settling that bits are not to be treated as atoms. The 1995 ‘PIN code’ case was a first eye-opener. The case involved an assault in which the victim was deprived of his bank card (while drawing money from an ATM) and was forced to disclose the PIN code to the robber. The Supreme Court realized that in such a case the possessor of the PIN code does not lose it as an effect of disclosing it and that only a copy is provided, unlike the theft or extortion of a tangible good. The ‘multiple’ nature of computer data (more people can have possession of them at the same time) makes them fundamentally different from physical goods.

The same reasoning was followed in the Supreme Court’s ‘computer data’ ruling, in which a network manager had copied files without permission of the owner of the computer system (similar to the 1983 case mentioned above). The Supreme Court here moves back to the question whether computer data are ‘goods’ instead of approaching the issue along the lines of protectable assets. The Court re-iterates that for embezzlement (art. 321, Criminal Code) to be applicable, computer data should qualify as ‘goods’. This is not the case with computer data according to the Court because this requires ‘the holder to lose exclusive control over the data’, which is not the case here. The system’s owner can still access the original data, the network manager only had obtained a copy.

The Supreme Court in these two cases acknowledges that the traditional provisions for theft, extortion and similar in the Criminal Code do not cover acts involving making copies of intangibles.

It looked as if the legislator and courts had herewith definitively settled the matter – bits are not to be treated under the atoms-based provisions in criminal law – and thus addressed the foundational friction in the law caused by the rise of computer technology. However, in the 2010s, new developments in digital technologies reopened the struggles of courts with the properties of atoms and bits, the Runescape® and phone credit (Belminuten) cases. In the Runescape case, a player was forced to hand over a virtual good (a mask and an amulet). The physical force took place in the real world but concerned virtual objects in the virtual world of the game Runescape. In this case, the various considerations raised in the earlier cases meet. The virtual objects are data (much like in the computer data cases), but there is exclusive control over the data (like in the cashless money case). The Supreme Court ruled that although the virtual objects are a type of computer data, they, like electricity share properties of assets worthy of protection against theft and extortion because they represent value and furthermore they exhibit exclusive use. Virtual goods can therefore be the object of theft in criminal law. A similar reasoning was adopted in the phone credit case, which dealt with a stolen SIM card that contained credit for making phone calls and sending text messages. This made sense in the context of a digital environment in which some computer data constitute unique objects whose value can be used by only one person at the same time, rather than multiple objects whose value can benefit several people simultaneously. However, it also opens up a new area of uncertainty – and therewith new friction – since now, courts will have to assess whether computer data in a particular case are to be treated as similar to atoms (in the line of the electricity judgement) or as similar to bits (in the line of the 1996 computer data judgement).

What we see in the cases discussed is that the courts cope with new situations through, for instance, teleological interpretation and by expanding and contracting the scope of concepts. What is at play could be described as an attempt to maintain (dual) coherence in law: “the reading that is adopted must maintain a thread of continuity with the jurisprudence; and, secondly, the reading must cohere with the constitutive (moral) values of a particular legal order”.11

1.1 The new kid on the block

Law is a living, flexible system and has ways of accommodating new situations and phenomena. Sometimes the changes induced by new technologies are profound and have the potential to significantly disrupt the law. The emergence of Cyberspace was such a change. Although lawyers are said to be slow in picking up technological changes, it would be fair to say that the famous Law of Cyberspace Conference at the University of Chicago in 1996 was an example of legal scholars seeing early where the puck is heading. The conference included at least two people famous: Judge (and professor) Frank H. Easterbrook and professor Lawrence Lessig. It assembled a group of enthusiastic legal scholars who saw the legal challenges of the Internet coming and discussed the prospects of Cyberlaw, the law needed to regulate this new space. Easterbrook, however, immediately threw water on the enthused spirit in his keynote address calling “Cyberspace and the Law of the Horse”. The passage of his keynote that drew most attention referred to a claim by former dean of the University of Chicago Law School, Gerhard Casper, that teaching the ‘Law of the Horse’ would be nonsense. With the Law of the Horse, he meant the legal body of knowledge relating to all things horses, including sales of horses, injuries caused by horses, licensing and races of horses etc. Easterbrook extends this argument to Cyberspace. There is no need for specialized or niche legal studies applied to Cyberspace:

“...the best way to learn the law applicable to specialized endeavors is to study general rules. Lots of cases deal with sales of horses; others deal with people kicked by horses; still more deal with the licensing and racing of horses, or with the care veterinarians give to horses, or with prizes at horse shows. Any effort to collect these strands into a course on ‘The Law of the Horse’ is doomed to be shallow and to miss unifying principles.”

6 The legislator had by then incorporated changes in the Criminal Code, based on the finding that computer data are not to be considered ‘goods’ under criminal law. For instance, article 317 Dutch Criminal Code (extortion) was amended to include, besides forcing someone to hand over a ‘good’, ‘to make available information with monetary value in business and trade’ (‘het ter beschikking stellen van gegevens met geldswaarde in het handelsverkeer’) in Dutch. Wet computercriminaliteit, Statbld 1993, 33. Since the events leading up to the Supreme Court cases took place prior to this, the legislative change did not affect the case.


8 HR 3 december 1996, LJN ZD0584, NJ 1997, 574 (Computergegevens).

9 Hoge Raad 31 januari 2012, LJN BQ9251.

10 Hoge Raad 31 januari 2012, LJN: BQ6575.

11 Hoge Raad 31 januari 2012, LJN: BQ6575.


13 Brownsword, Law, Technology and Society (n 12) 134.


15 Note that this remark has to be placed in a Common Law context where the legislative change did not affect the case.

16 Brownsword, Law, Technology and Society (n 12) 134.
This claim has had a profound impact on the emerging field of cyber-
law and I would dare say the echoes of Easterbrook’s remarks still
resonate today.

Easterbrook’s insistence on the value of general principles in teaching
the law is understandable. These principles provide coherence17 –
integrity and internal consistency – in the law and make understand-
ing what the law requires of us easier as well as provide legal certain-
ity.18 Scholars in the emerging field of cyberlaw were quick to respond.
Lawrence Lessig, for one, tried to counter Easterbrook’s claim that
focusing on law in cyberspace does not shed insights on unifying
principles. He argued that looking at how cyberspace interacts with
law we learn something about the “limits on law as a regulator
and about the techniques for escaping those limits. […] By working
through these examples of law interacting with cyberspace, we will
throw into relief a set of general questions about law’s regulation
outside of cyberspace”.19 In particular, he draws attention to the fact
that cyberspace brings a new modality of regulation, “code”, which
in his words comprises the hardware and software that make up the
Internet.20 Code has turned out to be very powerful regulator indeed.

Leaving aside that the regulative and normative effects of artifacts are
nothing new, certainly not for philosophers of technology21 and
science and technology studies (STS) scholars, the message that code/
architecture/design in fact regulates human behaviour and as such
can be placed in line with law as a regulatory instrument, certainly
was a new message for legal scholars.

Is this the kind of general lessons Easterbrook expected in order
to count as being on par with ‘tort’ or ‘contract’? No, certainly not.
Andrew Murray and others are probably right that Lessig “failed to
rebut key indictments in Easterbrook’s challenge to the Cyberlaw
community, [and that] instead he simply pled ‘special circumstanc-
es’”.22 And so the debate has continued and, in fact, this editorial
marks just one step in it.

While the discussion alluded to above concerned cyberspace and the
attempt to start getting our heads around regulating this novel space
called cyberspace, also other technologies have presented themselves
or move from the realm of science fiction to everyday life. Biotechnol-
ogy and especially genomics made great progress in the second half
of the 1990s and entered the academic agenda around the turn of
the millennium.23 Around 2005, nanotechnology came to the fore in
legal scholarship, challenging existing distinctions in law once again:
should titanium dioxide particles in sunscreens be treated as cosmet-
ics (not penetrating the skin) or drugs (which do)? Nanotechnology
also raised new regulatory challenges,24 including how to regulate
nanocarbon (nanotubes, etc.), and whether the ‘grey goo’ scenario
(nanorobots self-replicating to form an ever more consumptive grey
goo25) called for regulatory intervention. Robotics, artificial intelli-
gen, cloud computing, and blockchain followed suit.

Every time a new technology gains traction, the same questions are
asked. What are the ethical and legal issues raised by the technol-
ogy and how is it regulated in the first place? Many who have been
engaged in this kind of quest have experienced the ghost of the Law of
the Horse. Each time a new technology is put on the table, it feels
like trying to fit the technology in the existing concepts, categories
and classifications, while at the same time looking for the X-law.26
And each time the conclusion seems to be that there is a patchwork
of applicable traditional concepts (property, liability, privacy, etc.)
that cover part of the issues surrounding the new kid on the block
and apart from the generic doctrines there is a patchwork of specific
legal frameworks that deal with other aspects. And of course, lacunae,
inconsistencies, and undesirable effects are found as well. On occa-
sion, the technologies defy being forced into the existing classifica-
tions on which coherence in law is built.

Is this friction with legal coherence specific to new technology or
technologies in general? I do not think so. Coherence is (becoming?)
an issue elsewhere as well. Society is becoming ever more complex
and the traditional concepts and institutions increasingly become
inadequate to deal with this complexity. As a case in point, civil law
professor Stephanie van Gulijk in her inaugural address at the Tilburg
Law School led the audience through the complex network of entities
involved in construction and how no one legally is responsible for the
safety of buildings (with the collapse of a parking garage at Eindhoven
airport in 2017 as an example).27 The existing legal framework is
primarily aimed at bilateral arrangements and is repressive in nature28
and has difficulties in coping with complex conglomerates of actors
that deal with buildings involving novel concepts such as Design
Build Finance Maintain & Operate (DBFMO), Design Build
Remove and DBFMO-Deconstruct, where the involvement of part-
ners may well extend the initial construction phase.

2. Identity crisis

Of course, building requires technology and is technology, but it is
not the kind of technology many of us29 in the field of technology
and law have in mind when discussing technology regulation.30 Our
interest is technology with a capital T, so let us return to our common
interest. Cyberlaw and the Law of the Horse has been troubling schol-

---

17 See Roger Brownsword, ‘Law Disrupted, Law Re-Imagined, Law Re-In-
vented’ [2010] Technology and Regulation 11, 17; also see Michael Guh,-
hot, ‘Coherence in Technology Law’ [2013] 11 Law, Innovation and Technology
(forthcoming).

18 See also Arthur Cockfield and Jason Pridmore, ‘A Synthetic Theory of Law
and Technology’ [2007] 8 Minnesota Journal of Law, Science & Technology
39, 456.

19 Lessig (n 14) 502.

20 Lessig (n 14) 502.

1977 already, Winner wrote “[…] the crucial awareness that technology in
a true sense is legislation. It recognises that technical forms do, to a large
extent, shape the basic pattern and content of human activity in our time.
Thus politics becomes (among other things) an active encounter with the
specific forms and processes contained in technology.” (Italics in the
as a Theme in Political Thought: MIT Press, 232.

22 Andrew Murray, ‘Looking Back at the Law of the Horse: Why Cyberlaw and
the Rule of Law Are Important’ [2013] 10 Scripted 311.

23 E.g., Roger Brownsword, WR Cornish and Margaret Llewelyn (eds), Human

24 Ej Koops and others, ‘Een heel klein artikel met grote gevolgen. Eerste
verkenning van nanotechnologie & recht’ [2005] 80 Nederlands Juristenblad
1554; Bert-Jaap Koops and others, ‘On Small Particles and Old Articles – An
Exploration of Legal and Regulatory Issues of Nanotechnologies’ (Social
Science Research Network 2008) SSRN Scholarly Paper ID 1300925

25 Eric Drexler, Engines of Creation (Anchor Press/Doubleday, 1990); Michael
Crichton, Prey (Harper 2002).

26 We have done so in the Robolaw project (http://robolaw.eu; Ronald Leenes
and others, ‘Regulatory Challenges of Robotics: Some Guidelines for Ad-
dressing Legal and Ethical Issues’ [2017] 9 Law, Innovation and Technology
1), but have seen similar impulses in other EU and national projects.

27 Stéphanie van Gulijk, Circular en veilig bouwen. Verantwoordelijkheid is geen
estafettestokje (Tilburg University 2019).

28 Gulijk (n 27) 28.

29 I will refer to us as the legal scholars interested in technology regulation
and associated fields, but maybe the scope of ‘us’ is much wider, as we will
see.

30 Unless it concerns Smart Homes and Smart Buildings.
Of Horses and Other Animals of Cyberspace

Within this frame, regulation hence is much broader than just individuals and (often) restricts their autonomy and freedom to act. There seems to be agreement that regulation affects the behaviour of technology that is regulated, but rather a socio-technical landscape'. Regulation indeed is a problematic concept. As Karen Yeung has regulation as a convenient shorthand.

Technology law, and regulation of and by technology, has become a distinct area of scholarship, has research institutes devoted to its study1, has its own journals51 and has taken solid ground in teaching as well44. The assertion that the journal Law, Innovation and Technology still publishes papers that refer to the Law of the Horse52 signals that we are not done yet, or slightly more negatively, that ‘we’ still suffer an identity crisis. The symptoms of this crisis relate to (in increasing order of severity) our posing of the same questions:

- Is there such a thing as technology law?
- What are the boundaries and scope of ‘our’ field?
- Who are ‘we’?
- How to regulate technology?
- What might Cyberlaw/Robolaw/Ledgerlaw teach?
- What is the role of law in a world that increasingly is driven by technologically spurred innovation?

In the following, I will try to sketch the outlines of the field that I would designate technology regulation and introduce this journal as a means to further this field.

### 2.1 Regulation

There is a large body of scholarship on all these topics. For instance, Lyria Bennett Moses36 has argued that technology is not particularly suited as a regulatory target and that technology regulation is the wrong designation of the field. Besides the fact that the term regulation triggers different meanings with different people and is potentially both broader and narrower than law, ‘it is generally not the technology that is regulated, but rather a socio-technical landscape’. She is right in this, but for the moment I will maintain technology regulation as a convenient shorthand.

Regulation indeed is a problematic concept. As Karen Yeung has observed, the meaning of regulation is notoriously inexact and highly contested.31 Within the realm of technology regulation, however, there seems to be agreement that regulation affects the behaviour of individuals and (often) restricts their autonomy and freedom to act. Within this frame, regulation hence is much broader than just command and control rules enacted by the state. Instead, and moving away from the state as sole regulator, a relatively established definition of regulation is Julia Black’s: ‘Regulation is the sustained and focused attempt to alter the behaviour of others to standards or goals with the intention of producing a broadly identified outcome or outcomes, which may involve mechanisms of standard-setting, information gathering and behaviour-modification’.30 This clearly brings into scope what Lessig has framed as ‘code’, architecture or design or what has been commonly known as techno-regulation41, the “deliberate employment of technology to regulate human behaviour”41, or as Koops42 formulates it: “technology with intentionally built-in mechanisms to influence people’s behaviour”. Markets and social norms also fall within Black’s regulatory framework.

Much has been written about techno-regulation, including that there is a whole spectrum of technology-mediated forms of behavioural influence. But there are still many questions regarding the nature and scope of techno-regulation, for instance, is intent a necessary component of behavioural modification or do side-effects of design (a CD player cannot play DVDs, although the disks look the same) also count as behavioural modification? Is a wall-socket techno-regulation? If so, what does it regulate? Wall-sockets and plugs do limit my ability to use appliances abroad, but is that regulation as we mean to discuss it? Other characteristics of the spectrum of techno-regulation are also not entirely understood.42 Techno-regulation incorporates family members as varied as affordances43, nudges44, persuasive technologies45, instrumental techno-regulation enforcing existing legal norms (for instance a speed bump) and intrinsic techno-regulation constituting the norm itself (design choices that limit certain uses of technology) ranking differently on aspects such as (user) choice, (user) awareness and compulsion.46

### 2.2 Technology

The scholarship on (techno-)regulation does not resolve the boundary issue of the field of technology regulation. Although Bennett Moses shows that we should not focus on technology as regulatory targets, but rather at socio-technical systems, that insight only leads us somewhat along the way. Many technology regulation scholars seem tempted to focus on new, emerging or disruptive technologies and the (novel) issues these raise. This provides the gratification of being at the forefront of development and not be bogged down with ‘old’

---

37 Starting perhaps with Lessig (n 16) 502, but in general, this is what unites much of the works cited in this editorial.
35 Such as my academic home, the Tilburg Institute for Law, Technology, and Society (TILT), which has been around since 1994.
36 Such as Law, Innovation and Technology (LIT).
37 Such as the MA program in Law & Technology run by TILT.
38 E.g., Guihot (n 17).
31 Starting perhaps with Lessig (n 16) 502, but in general, this is what unites much of the works cited in this editorial.
41 Ronald Leenes, ‘Framing Techno-Regulation: An Exploration of State and Non-State Regulation by Technology’ (2011) 5 Legisprudence 143; RE Leenes, Harde lessen: Apologie van technologie als reguleringsinstrument (Tilburg University 2010).
43 Bibi van den Berg and Ronald E Leenes, ‘Abort, Retry, Fail: Scoping Techno-Regulation and Other Techno-Effects’ in M Hildebrandt and AMP Gaakeer (eds), Human law and computer law (Springer 2013).
47 van den Berg and Leenes (n 43).
technologies. But the truth is that we seem fairly arbitrary in picking our targets of attention. In fact, technology is a problematic term in itself given its wide scope. Looking at dictionaries and scholarly works we see definitions such as ‘technologies comprise the broad range of tools and crafts that people use to change or adapt to their environment’.46 That makes paper a prominent technology47, but is it one worth discussing in LIT or this journal? Are we, or should we be interested in discussions about regulating paper or the use of paper? This is a relevant question in determining the scope of the field.

Of course there is regulation regarding paper, for instance regarding the production or disposal of paper, but that seems more the realm of environmental law than of technology law/regulation. Moving a little away from this, we enter the realm of publishing and freedom of expression/speech. With that we enter media law. Which parts of media law and freedom of expression are part of the domain of technology regulation and which are not?

Also, all technologies lose their novelty sooner or later. At what point are they no longer of interest to us? An intuitive, or maybe tautological, answer would be, when they no longer raise legal disruptions or significant legal frictions. However, technologies tend to develop, or rather are being developed by humans, and acquire new features and functions. Hence it is not the case that a technology on a larger scale (e.g., paper) per se is out of interest for technology scholars, but rather new applications or uses require or draw attention. Rarely do we encounter entirely new classes of technologies. Steam engines, computers, and the Internet surely are major new technologies, but do we encounter entirely new classes of technologies. Steam engines, computers, and the Internet surely are major new technologies, but are they no longer of interest to us? An intuitive, or maybe tautological, answer would be, when they no longer raise legal disruptions or significant legal frictions. However, technologies tend to develop, or rather are being developed by humans, and acquire new features and functions. Hence it is not the case that a technology on a larger scale (e.g., paper) per se is out of interest for technology scholars, but rather new applications or uses require or draw attention. Rarely do we encounter entirely new classes of technologies. Steam engines, computers, and the Internet surely are major new technologies, but arguably most social media, for instance are novel incarnations of media law and freedom of expression/speech.

As part of any proper identity crisis, reflections on what we are, and why, are inevitable. Andrew Murray gave a wonderful keynote address48 at the 2013 Bileta49 conference that bears witness to precisely this point. The backdrop of his presentation is much like the present editorial, looking back at ‘The Law of the Horse’ and what ‘regulatory cyberlawyers’50 have to offer to define an agenda for the future.

In his struggle with rebutting Easterbrook, Murray makes a number of observations that should sound familiar to many who consider themselves in the genus ‘regulatory technology lawyer’ (techlawyers for short) as f, for the time being, would want to call the legal scholars working in the field of technology regulation.

Cyberregulatory or cybergovernance theorists are convinced that digitisation and cyberspace are special (more on exceptionalism below). Murray explains how he and others in their analysis employ ‘academic heavyweights – Michael Foucault, Bruno Latour, Niklas Luhmann – and a number of legal academic cruiserweights – Gunther Teubner, Cass Sunstein, Neil MacCormick – to make our point that Cyberspace and cyber-regulation is special. The problem is we continue to use the language and rhetoric of social policy, sociology and political philo- sphy, rather than the language of law or regulation.51 To then conclude ‘[w]e become social scientists not lawyers’, and as a colleague told Murray, ‘what you do isn’t law’52.

These observations do resonate with me at least. But I think the observation that cyber/techlawyers move beyond the law is precisely the point of what they do. They acknowledge that cybergovernance and technology regulation require multidisciplinarity and that its scholars should be versed in more than just the law. Black letter law is less essential in technology regulation than in more traditional legal fields because there is more to regulation than law and because technology has the potential to disrupt classical legal concepts and institutions and sometimes does. Understanding ‘the interplay between law and technology and the ways technology can have a substantive impact on individuals and their legal interests apart from the technology’s initial intended use’53 becomes essential in this respect.

Hence, it should not come as a surprise that the field of technology regulation is populated by others than legal scholars. And as is the case in many realms within academia, the field is heavily balkanized. Already mentioned are philosophers of technology and STS scholars as members of the broad family of technology explorers. They have their own (respective) perspectives and methodologies, but are generally interested in the relation between technology and moral concepts.

Next to the philosophical branch of the family, there is also an economic branch. Anna Butenko and Pierre Larouche54 have pointed out that in the legal literature at the interplay between innovation and law, there are two related fields of study that are not commonly brought together. One is law and economics as it concerns innovation, which is largely examining the effects of innovation, and the mechanisms to stimulate innovation in a market economy. The second is law and technology, which conflates largely with the area we have been discussing above, and which, according to Butenko and Larouche, often investigates either technology as a regulatory focus and rationale for regulating, or regulation by technological means. Both fields deal with the regulation of innovation, but are usually separate disciplines.55 I see both fields of study as part of the wider field of technology regulation that I am tentatively framing in this editorial.

The question of who else belongs to the family of technology regulation or who else we need to build a coherent theory of technology regulation is an open question. I hope this journal will contribute to answering this question.56

49 And indeed Mireille Hildebrandt has written interesting works about paper technology, for instance in relation to law. See for instance, Mireille Hildebrandt, ‘Technology and the End of Law’ in Erik Claes, Wouter Devroe and Bert Keirsblick (eds), Facing the Limits of the Law (Springer 2009).
50 Murray (n 12).
51 The British and Irish Law, Education and Technology Association
52 Murray (n 22) @314 distinguishes between regulatory cyberlawyers (like himself) and ‘applied cyberlawyers’ while admitting that certainly the latter term is not ideal.
2.4 What technology regulation might teach

In discussions with others and even to earn our spot under the sun, discussions about the boundaries of the field are relevant, but the subject of our field is more so.

The central concerns could be phrased as: what (new) issues are or could be created due to technology development and if so, how should we regulate this technology (instance/use)?

All too often, people, scholars, policy makers, industry and interest groups, jump to the conclusion that regulation is required, often conveniently accompanied with recommendations as to what that regulation could or should look like, opening the door widely to regulatory capture. The ‘flawed law syndrome’ is very prevalent in technology circles.59 Regulating before understanding what is at stake (the particular technology), what the issues are, for whom, why and what is wrong or missing in existing regulation, if anything, is not the proper starting point. But how to systematically go through the steps and questions that do make sense is difficult without proper methodologies and frameworks. We do have some frameworks or theories that warrant further reflection and development such as Arthur Cockfield and Jason Pridmore’s ‘Synthetic Theory of Law and Technology’,60 which will be briefly discussed below, and Roger Brownsword’s ‘Re-invention of Law’ in view of the technological disruption of law and legal reasoning.61

Supposing that we have answers to the non-trivial questions regarding issues, stakeholders, values, etc., the questions become whether, when and how to regulate. Here we see much scholarship and also clear (implicit) differences between scholars and their cultures. From a continental European perspective, regulation enacted by the EU or national legislatures is a legitimate starting point. We live in an area with a regulatory-instrumentalist mindset as Brownsword calls this approach to regulation.62 There generally are regulatory purposes and policies following from public interest, social justice, or market failure that call for regulation and guide its direction. Coming from a law and economics perspective, or from the US regulatory mindset, this approach to governing society is less obvious. In these realms, addressing market failure is a legitimate reason to interfere through regulation; other reasons of public interest (who defines these?) far less so.

Regarding the timing of regulation, we have clearly learned lessons. The law is said to always lag behind technological development and again significant scholarship exists here.63 The pacing problem or regulatory connection64 is well known and so is what has become known cannot be foreseen; when the need for change is apparent, change has become expensive, difficult, and time-consuming.”65

There is also reflection and scholarship on policy heuristics (i.e. one-liners) devised during the late 1990s as a way to guide legislators in coping with the Internet and other ICT developments.66 Included were classic notions such as, ‘what holds offline, should hold online as well’ and regulate through technology-neutral regulation. Some of these heuristics were clearly based on maintaining a congruence between rules in the real world and the rules in cyberspace, which for the sake of legal certainty should be recognizable for cybernauts. This idea had its flaws at the beginning of the Millennium already, but one may certainly wonder whether this congruence is maintainable and desirable in 2019. It presupposes an off-line experience prior to entering cyberspace. Current teenagers lack this pre-cyberspace experience and do not so much have to make the move from atoms to bits.67 They, for instance, have hardly have experienced music and other content in forms sold in brick-and-mortar shops. The excludability and rivalry characteristics of physical carriers protected by copyright are almost alien to people born digital for whom that song is always just one click away.

2.5 Is technology regulation destined to lead to bad law?

Chris Reed, in discussing the substance or way technology is regulated notes that technology regulation moves in particular directions, leading to ‘bad law’.68 He argues that “[T]here is a clear trend for law and regulation, particularly in cyberspace, to become increasingly precisely specified. The perceived benefit of this approach, increased certainty as to compliance, may be illusory. Over-complex laws have serious disadvantages, particularly a greatly weakened normative effect, and problems of contradiction and too-frequent amendment.”69 Although this seems plausible enough as an argument, I am not convinced by his explanation nor by the examples he gives, but that is for another occasion.

Reed does rightly point at a bigger underlying problem, regulatory disconnect and its cousin regulatory failure. He seems to suggest that technology regulation, in part due to wrong choices by the regulator on the dimensions ‘vagueness-certainty’, ‘opaqueness-clarity’, and ‘complexity-simplicity’, is almost destined to lead to regulatory failure. One of the problems here is that the notion of regulatory failure is underdeveloped. Failing, but compared to what? Policy goals, for instance. But what if these are unclear. In a study of one of the cases that could qualify as regulatory failure, the European cookie regulation, analysis of the Dutch policy and legislative debate reveals that there is no political consensus regarding the policy goals.70 In view of this disagreement, the regulation maybe does what it is supposed to do given unclear goals.

Reed raises a number of relevant questions that warrant further explo-
ration. The rules/standards/principles debate touched upon in his work clearly is a centerpiece, but not only for cyberlaw. The amount of judgment left to regulatees is a fundamental question that relates to comprehensibility, ‘compliability’, etc. But we should also take into account that not all regulatees are alike. Kagan and Scholz provide some guidance in this respect. They distinguish *amoral calculators*, who make cost-benefit assessments and then determine whether to comply with the rules or not. The content of the rules does not matter, the fines do. A different group is that of the *political citizens* who do not follow certain rules as a matter of civil disobedience. And then there are the *organisationally incompetent*. These are the ignorant, they do not know or understand the rules. We need to be aware that all three types operate in the same space and we should not assume too easily that the rules are inadequate.

As part of the regulatory toolbox that goes beyond traditional law, ‘smart regulation’ or ‘responsive regulation’ and ‘participatory governance’, should be mentioned. They may contribute to the regulatory challenges of complex technological developments that have broad and systemic implications for many social processes.

3. Back to the Horse

I started my recount of the field of cyberlaw with ‘The Law of the Horse’. In the meantime other animals have joined the herd as metaphors for the field of technology regulation or subfields thereof. Michael Guihot attempts to outline the boundaries of the broader domain by defining technology law as a relatively coherent field, similar to environmental law or health law, shedding light on the complex interaction of participants, pressures and regulatory responses in view of technology development. His paper contains an image where technology law sits in the middle of five core legal frameworks: contract, property, privacy, tort, and competition law. The image shows Technology Law as the face of a fox in-between the circles that depict these five fields. Guihot pledges the field to be called *technology law* instead of *technology regulation* if it seeks to be included in the canon of legal fields. If that is the aim then he may have a point.

I do, however, think that inclusion in the canon is not the sole ambition of the field. In my view the field is not only a body of legal knowledge, but also a field that studies how to regulate technology or socio-technical assemblages. It not only provides guidance on what might be sociotechnical, but also a field that studies how to regulate technology or socio-technical assemblages. It not only provides guidance on what might be sociotechnical, but also a field that studies how to regulate technology or socio-technical assemblages. It not only provides guidance on what might be sociotechnical, but also a field that studies how to regulate technology or socio-technical assemblages.

Coming from a background in mathematics, Bert-Jaap Koops has provided a starting point to define what he then termed the relatively new field of technology regulation by spanning it up in ten dimensions.76 As he remarks, most people have great difficulties in imagining anything beyond three or four dimensions and hence comprehending what exactly the space is spanned by the ten dimensions, his model at least allows people to ‘see where you are, or where you want to go, in the technology regulation space, all you have to do is determine the coordinates along ten different dimensions.’77 The model can be summarized by noting that it entails three regions: regulation, with dimensions of knowledge, normative outlook, and type of regulation; the technology region, with technology type, innovation, place, and time as subdimensions; and research region, spanning discipline, problem and frame. This brief overview already shows that many different types of technologies, modes of regulation and types of research can find home in this framing of technology regulation.

Arthur Cockfield and Jason Pridmore have outlined a synthetic theory of law and technology that can inform law and technology analysis.78 They want to move away from a ‘traditional compartmentalized approach that scrutinizes niche doctrinal areas of technology law (e.g., patent law or copyright law) or the impact of specific technologies (e.g., cyberlaw, new media, or biotechnology)’ and instead look at the broader implications of technology on law. Their theory prescribes two steps. In the first it needs to be established whether technological change undermines traditional interests by identifying the traditional interest protected by law employing traditional doctrinal legal analysis and determining whether the interest is being duly disrupted by technological change. If technological disruption indeed is the case, a more contextual analysis is required. This analysis scrutinizes the broader context of technology change and its potentially unanticipated adverse outcomes for the traditional interest as well as for other protected interests the law seeks to protect. It then seeks to find legal solutions to protect the traditional interest that are less deferential to precedent and traditional doctrine.80 This framework places the analysis of the intersection of law and technology squarely within a value/interest context. Instead of trying to fit in technologies within existing legal concepts and frames, it calls for taking a step back and re-evaluating underlying values to then determine new balances of interests and regulatory interventions to achieve these. At first glance this may resemble teleological reasoning as we have seen in the Dutch cases at the start of this paper; it is important to note that Cockfield and Pridmore call for a study of the technology in question and its further consequences for individuals and groups. This goes beyond classical teleological interpretation by courts.

Besides grand perspectives on technology law or technology regulation, there are also efforts to define subspaces. Han Somsen, for instance, has pointed at the inadequacy of environmental law in dealing with radical technologies and calls for a new regulatory effort and maybe even subfield.82 Environmental law in his view aims more at environmental improvement (facilitating the cleanup of polluted rivers allowing salmon to return) than at environmental enhancement (genetically modifying salmon to cope with warmer waters due to global warming). ‘Environmental enhancement, then, is an intentional technological intervention in the environment in pursuit of human interests, needs or rights which takes place outside the confines of such pre-agreed environmental base-lines.’84 A base-line of environmental law is ‘yes, unless’, which may not be adequate to cope with radical climate engineering efforts (like colouring the ocean white to help lower global temperatures). He suggests we need reg-
ulation on novel insights in values and capabilities of technologies. Although the scope and outlines of such regulation are left in the dark, Somsen has come up with a catchy name for this novel branch to environmental and technology law, *The Law of the Mammoth*.

Another notable effort to delineate a relevant technology subfield comes from Ryan Calo. He places a law of robotics next to cyber-law as species of technology law. He argues that cyberlaw warrants being seen as a separate field and thus escaping Easterbrook’s ‘curse’ because its ‘introduction into the mainstream require[d] a systematic change to the law or legal institutions in order to reproduce or if necessary displace, an existing balance of values.’ Although robots share many qualities of the products of Cyberspace, embodiment, emergence and social valence makes them different with profound impact on ‘a wide variety of contexts: criminal law and procedure, tort, intellectual property, speech, privacy, contract, tax, and maritime law, to name but a few.’ He goes on to show how frictions surface and concludes that robotics warrants an exceptionalist treatment in its own body of law. We see the urgency of changes along these lines around us. For instance, ‘[i]n the resolution from February 2019 on a comprehensive European industrial policy on artificial intelligence and robotics, the Parliament upheld its somewhat more proactive position on adopting new regulation in the field – it welcomed the Commission’s initiative to create the Expert Group on Liability and New Technologies, but “regretted that no legislative proposal was put forward during this legislature, thereby delaying the update of the liability rules at EU level and threatening the legal certainty across the EU in this area for both traders and consumers”.

There are likely many more efforts out there, and I think it is safe to say we do not have clearly established frames for ‘the’ domain or its subdomains.

4. The road ahead

In the brief overview I hope to have shown that the cyberhorse and other animals of cyberspace have not died (yet) and that many basic questions in the field of technology regulation are still not adequately answered. On the contrary. When a new technology presents itself, we witness new incarnations of the Law of the Horse. Amongst others, we see this regarding robotics, genomics and AI. Legislators and policy makers want to know what these phenomena legally are and whether or not (specific) regulation is required in coping with the changes the technologies induce. A first reflex then is to look for the law regulating this specific technology. What we find is that parts of the legal issues are covered by existing law (contract, tort), partly there may be specific provisions in these domains (bolted on existing concepts), partly there may be specific regulation, and there likely are undesired effects and regulatory gaps. Disruptive technologies are likely to lead to regulatory disconnect.

We need a more thorough theoretical, methodological and practical foundation to get a proper grip on technology and regulation. There is an urgency in doing so because the stakes are high, for instance because power is being concentrated in the hands of a limited number of (US and in the near future Chinese) players, and technology is being developed at a rapid pace. Some of the technologies have the potential to become Socially Disruptive Technologies (SDTs). These technologies ‘transform everyday life, social institutions, cultural practices and the organisation of the economy, business and work’.

Historical examples include the printing press, the steam engine, electric lighting, the computer, and the Internet. Current candidates to receive the title of SDT include robotics, (general) Artificial Intelligence, gene editing, neurotechnology, and climate engineering. These examples seem to be technologies, but are in fact socio-technical systems. They have developers, creators, producers, users, affected non-users, constraints, requirements, consequences, etc. In most cases, there are many stakeholders involved and the resulting assemblages cross all sorts of boundaries, geographical (the machinery powering an AI in a car on the Dutch road may actually reside in the US, or more likely, somewhere in the Cloud) and hence jurisdictional, doctrinal, disciplinary, and so on.

The traditional coherence-based legal processes have difficulty keeping up with the changes induced by innovation and technology development. As Brownsword formulates it “cohereritmint presupposes a world of, at most, leisurely change. It belongs to the age of the horse, not to the age of autonomous vehicles.” I think the field of technology regulation as broadly outlined above should strive to do better. Scholars in this young field do acknowledge the interactions between technologies, risks, and their regulation, or the interplay between regulation, technology and normative notions and values.

With the launch of the Technology and Regulation journal, the editors hope to offer a place to move the field forward. But why do we need a new journal for that, you may wonder?

4.1 Information wants to be free

Some of us are old enough to remember the pre or early Internet days. I clearly remember the telnet connections I had with colleagues in the US and how excited I was when I got Gopher running to browse the infosphere only just before Tim Berners-Lee gave us the World Wide Web. The mantra in those days was ‘information wants to be free’ and the development of the Internet and the Web took shape in this spirit. Search engines started appearing, making finding information scattered over the web easier and placing information more and more at our fingertips. Google’s original 1998 mission statement was ‘to organize the world’s information and make it universally accessible and useful.’ Free, grass-roots initiatives further provided valuable information that has changed the world. Think of the Internet Movie Database (IMDb), Wikipedia and numerous general and specific information sources that many of us consult on a daily basis. Many of them are free of charge to users and maintained by donations and/or advertising.

In the meantime scholarly work to a large extent is not available to everyone free of charge, also not in the Internet sense of free (paid for by advertisements). Many journals are owned and run by commercial publishers that charge fees for their services. Publishers offer many

83 Philip Brey, ‘Ethics of Socially Disruptive Technologies’.
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90 IMDb’s history predates the Web as a list on Usenet. It moved to the web in 1993. IMDb currently is owned by Amazon.
91 Brownsword, (n 17) 10.
92 Cockfield and Pridmore (n 18).
93 Cockfield and Pridmore (n 18).
useful services, such as facilitating quality control, offering reputation and brand, typesetting, distribution, storage and archival, monitoring and notification, etc. But this comes at a price. These costs are either borne by readers (subscription fees or one-off charges to access an article) or authors (article processing fees, etc.). And while this is not problematic for many scholars and other interested parties, this is certainly not the case for everyone in academia and beyond.37

The traditional subscription-based model is problematic due to declining budgets at universities. Choices have to be made, by libraries, departments and individuals, hardly anyone can maintain access to all relevant sources. For instance, Tilburg University, which lacks science departments, does not have subscriptions to ACM and IEEE journals. Yet, I have had the need to access these journals for my work in the European Commission’s FP6/FP7/H2020 projects I have been engaged in. Of course there are workarounds to this issue, but I have seen the effects of limited access. And yet, Tilburg University is a relatively wealthy university. How do less fortunate researchers cope with these costs?

The Open Access (OA) funding models that aim to replace or complement the traditional model also have their issues. Researchers can include items in their budgets for Open Access Gold publication charges when applying for national or European grants (such as European Research Council grants). But many researchers do not have such projects with specific budgets for OA publication. This leads to tough choices within departments and schools, producing new have and have-nots.

This new journal, Technology and Regulation, offers an alternative. The costs of running the journal will be borne by the Department of Law, Technology, Markets, and Society (LTMS) embedded within the Tilburg Law School, facilitated by a grant from Tilburg University. We believe LTMS has the mass to perform the many tasks involved in running a professional, high-quality, peer-reviewed journal at zero costs for readers and authors.38

4.2 Where the rubber meets the road

Technology and Regulation is an international journal of law, technology and society, with an interdisciplinary identity. It will disseminate original research on the legal and regulatory challenges posed by existing and emerging technologies (and their applications) including, but by no means limited to, the Internet and digital technology, artificial intelligence and machine learning, robotics, neurotechnology, nanotechnology, biotechnology, energy and climate change technology, and health and food technology. As discussed above, regulation is conceived broadly to encompass ways of dealing with, ordering and understanding technologies and their consequences, such as through legal regulation, competition, social norms and standards, and technology design (or in Lessig’s terms: law, market, norms and architecture).

Technology and Regulation aims to address critical and sometimes controversial questions such as:

- How do new technologies shape society both positively and negatively?
- Should technology development be steered towards societal goals, and if so, which goals and how?
- What are the benefits and dangers of regulating human behaviour through technology?
- What is the most appropriate response to technological innovation, in general or in particular cases?

It is in this sense that Technology and Regulation is intrinsically interdisciplinary: it is premised on the understanding that legal and regulatory debates on technology are inextricable from societal, political and economic concerns, and that therefore technology regulation requires a multidisciplinary, integrated approach. Through a combination of monodisciplinary, multidisciplinary and interdisciplinary articles, the journal aims to contribute to an integrated vision of law, technology and society.

Technology and Regulation invites original, well-researched and methodologically rigorous submissions from academics and practitioners, including policy-makers, on a wide range of research areas such as privacy and data protection, security, surveillance, cybercrime, intellectual property, innovation, competition, governance, risk, ethics, media and data studies, and others.

The journal opens with this editorial and two invited papers. Regular papers in Technology and Regulation are double-blind peer-reviewed and completely open access for both authors and readers. It does not charge article processing fees. Technology and Regulation is an online journal with rolling publication. The journal publishes papers as fast as the editorial team and reviewers can process them. The published papers are available as self-contained PDFs with all the relevant elements, such as page numbers, DOI, ISSN, etc.

Our Editorial Board Committee39 comprises a distinguished panel of international experts in law, technology, and society across different disciplines and domains. I would like to thank Daan Rutten and Charles Dybus from Tilburg University for their help in launching the journal, as well as Roger Brownsword and Mark Coeckelbergh for their invited contributions.

Here we go, let the debate begin!

37 We do seek to also reach policy makers and others. The situation for them might even be worse than for academics.
38 We do need, and solicit, your help though. We need reviewers and editorial board members covering various sub-domains. Please let us know if you want to be of assistance.
39 https://techreg.org/index.php/techreg/about/editorialTeam
Coherence, instrumentalism, technocracy, Rule of Law

This article describes the technological disruption of law and legal reasoning, suggests how law might be re-imagined, and proposes four key elements in its re-invention. Two waves of disruption are identified: one impacting on the content of legal rules and perceptions of their deficiency; a second impacting on our appreciation of technological instruments as tools to be used for regulatory purposes to support or replace legal rules. The suggested re-imagination of law centres on the idea of the regulatory environment. The proposed re-invention of law starts with (i) a fresh understanding of the range of regulatory responsibilities, which shapes (ii) the articulation of the Rule of Law and informs both (iii) a renewal of traditional coherentist thinking and (iv) a reshaping of legal and regulatory institutions.

1. Introduction

This article is about the disruption of law and legal reasoning by new technologies as a result of which, I suggest, there is a need to re-imagine and then to re-invent law. It is about the disruptive impact of new technologies on the traditional content of legal rules, about the way that those associated with the legal and regulatory enterprise reason, about the increasing availability of technological instruments to support, or even supplant, legal rules and, concomitantly, it is about the displacement of human agents from traditional regulatory roles.

The argument is that, in the wake of this disruption, there is a need to re-imagine the field (the regulatory environment) of which legal rules are a part. Instead of thinking exclusively in terms of a certain set of rules and norms (representing ‘the law’), it is suggested that we should think of a set of tools that can be employed for regulatory purposes. While some of these tools (such as legal rules) are normative, others (employing, for example, the design of products or processes) are non-normative. While normative instruments always speak to what ‘ought’ to be done, non-normative instruments at any rate, at the hard end of the spectrum speak only to what ‘can’ and ‘cannot’ be done. Finally, it is argued that, if law is to be re-invented, the renewal should be anchored to a new foundational understanding of regulatory responsibilities on which we can draw in order to shape our articulation of the Rule of Law, to revitalise ‘coherentist’ thinking, and to refashion legal and regulatory institutions.

The article is in four parts. In Part 2, two principal disruptive waves are sketched: while one wave of technological disruption impacts on both the substance of legal rules and the prevailing legal mind-set, the other impacts on our appreciation of rules as just one kind of regulatory instrument. While the first wave has been felt since the early days of industrialisation, it is the second wave that will be critical this century.

There are three elements in Part 3: first, three mind-sets (‘coherentist’, ‘regulatory-instrumentalist’, and ‘technocratic’) generated by these technological disruptions are sketched; secondly, relative to these mind-sets, a short retrospective reflection is offered on Judge Frank Easterbrook’s provocative argument that to regroup legal rules relating to modern ICTs as ‘the law of cyberspace’ would be as unilluminating as the regrouping of legal rules to represent ‘the law of the horse’; and, thirdly, some initial remarks are made in relation to the question of which mind-set should be engaged and when.


By ‘coherentist’ I mean, roughly speaking, a mind-set that is not only focused on the internal consistency and integrity of a body of doctrine but also that engages with new technologies by asking how that body of doctrine applies to new technological (or other) phenomena. I will elaborate this more fully in Part 3.

Frank H. Easterbrook, ‘Cyberspace and the Law of the Horse’ [1996] University of Chicago Legal Forum 207. Although Easterbrook’s article is frequently recalled for its provocative claim, most of the paper actually argues, in the
Faced with these disruptions, in Part 4, it is suggested that the required act of re-imagining is to view law and legal rules as one element of a more heterogeneous and more inclusive conception of the regulatory environment. Specifically, a regulatory environment in which new technologies figure as instruments with regulatory effects. As a first step in this act of re-imagining, it is suggested that we might map the field by reference to (i) the types of measure or instrument employed (rules or non-rule technologies) and (ii) the source of the measure (public or private regulator). Then, with the focus on non-rule technological measures, we can develop the map by reference to (iii) the nature of the technological measure (soft or hard) and (iv) the locus of the intervention (external to agents or internal to agents).

Finally, in Part 5, four main elements of the re-invention of law are proposed. These are (i) a new foundationalist and hierarchical understanding of the range of regulatory responsibilities, where the responsibility to maintain the essential conditions for human social existence (the commons) is prioritised, (ii) a new appreciation of the Rule of Law, (iii) a renewed form of coherentist thinking, and (iv) a refashioning of legal and regulatory institutions.

My conclusion is not that, with law so re-invented, all will go well. In a world of dynamic technological change, maintaining the commons will always be a challenge and discharging our regulatory responsibilities will inevitably be work in progress. Nevertheless, I suggest that the chances of things going well are somewhat better if we do so re-imagine and then re-invent law than if we take no steps in this direction.

2. Law Disrupted

Shortly before Christmas 2018, an unauthorised drone was sighted in the vicinity of the airfield at London Gatwick airport. As a precautionary measure, all flights were suspended and, for two days, the airport was closed. Following this incident, some exhorted the government to change the rules, particularly by providing for an extended drone no-fly zone around airports in response to which, the government announced that the police would be given new powers to tackle illegal drone use, and that the drone no-fly zone would be extended to 3 miles around airports. Others, however, focused, not on the fitness of the rules, but on the possibility of finding a technological solution, ideally one that rendered it impossible in practice for a drone to be flown near an airport (or, failing that, a technology for disabling and bringing down unauthorised drones).

Similarly, in its recent White Paper on the regulation of harmful online content ranging broadly across content that is harmful to national security, to politicians, to children, and so on the UK government has outlined a two-pronged strategy. While one prong of the proposed response focuses on rendering the rules fit for purpose in the digital age (notably by establishing a new statutory duty of care on Internet companies ‘to take reasonable steps to keep their users safe and tackle illegal and harmful activity on their services”), the other prong aspires to make ‘technology itself [a]...part of the solution’.

In these two responses, focusing on both rule changes and technological solutions, we see the disruption of law represented in two ways. First, there is the thought that the rules are not fit for (regulatory) purpose, this reflecting a sense of the inadequacy of existing legal rules. Secondly, there is the thought that the most effective regulatory response might be to rely on technological instruments rather than rules, this being at odds with the assumption that social order is to be maintained by the use of rules (and, concomitantly, heightening our appreciation of the potential use of both technological instruments other than legal rules and of smart machines rather than human agents). If the former views technology as a disruptive problem, the latter sees technology as part of the solution. If the former is characteristic of disruption that goes back to the early years of industrialisation, the latter is more characteristic of the Millennium.

Law is, thus, disrupted in two waves, one wave impacting on the substance of the rules on which we rely and the other on whether we should rely on rules at all. However, as we will elaborate in the next Part of the article, these disruptions also impact on the way in which we think as lawyers, provoking new framings, new conversations, and new legal and regulatory mind-sets.

2.1 The first disruptive wave

The first wave of disruption causes us to question the adequacy of existing rules of law. In some cases, it is deficiencies in the substance of prevailing legal rules that are highlighted; the rules at issue need to be changed or qualified. In other cases, it is gaps or omissions in the prevailing legal rules that are exposed; new rules need to be introduced. However, in both cases, the essential disruption is that we wonder, as we would now put it, whether the legal rules and principles are fit for purpose.

The disruptive effects of industrialisation on the traditional rules of the criminal law are highlighted by Francis Sayre when, in a seminal article, he remarks on the ‘steadily growing stream of offences punishable without any criminal intent whatsoever.’ While this development jars with the traditional idea that there can be no criminal offence without mens rea, the world was changing. As Sayre recognised, the ‘invention and extensive use of high-powered automobiles require new forms of traffic regulation;...the growth of modern factories requires new forms of labor regulation; the development of modern building construction and the growth of skyscrapers require new forms of building regulation.’ So it was that, in both England and the United States, from the middle of the Nineteenth Century, the courts accepted that, so far as ‘public welfare’ offences were concerned, it

---
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was acceptable to dispense with proof of intent or negligence. If the food sold was adulterated, if vehicles did not have lights that worked, if waterways were polluted, and so on, sellers and employers were simply held to account. For the most part, this was no more than a tax on business; it relieved the prosecutors of having to invest time and resource in proving intent or negligence; and, as Sayre reads the development, it reflected ‘the trend of the day away from nineteenth century individualism towards a new sense of the importance of collective interests.’

A somewhat similar story of disruption can be told in relation to the rules of tort law. There, the key developments involve adjustments to the cornerstone idea of fault-based liability. As Geneviève Viney and Anne Guégan-Lécuyer put it, a tort regime ‘which seemed entirely normal in an agrarian, small-scale society, revealed itself rather quickly at the end of the nineteenth century to be unsuitable.’

Accordingly, stricter forms of liability were needed to assist claimants who had been exposed to unacceptable forms of risk. However, at the same time, it was necessary to introduce immunities in order to shield nascent enterprises and to maintain an environment that does not discourage innovation.

In the case of contract law, the key moments of disruption start with a shift from a ‘subjective’ consensual model of agreement to an ‘objective’ approach. The idea that contractors have to be subjectively ad idem, actually to have agreed on the terms and conditions of the transaction, hampered enterprises that needed to limit their liabilities associated with new transportation technologies. In the common law jurisprudence, this shift is epitomised by Mellish LJ’s direction to the jury in *Parker v South Eastern Railway Company*,” where the legal test is said to be not so much whether a customer actually was aware of the terms and had agreed to them but whether the railway company had given reasonable notice.” About a hundred years later, we come to a second moment of disruption when, with the development of a mass consumer market for new technological products (cars, televisions, kitchen appliances, and so on), it was necessary to make a fundamental correction to the traditional value of ‘freedom of contract’ in order to protect consumers against the small print of suppliers’ standard terms and conditions. Finally, although the potentially disruptive effects of online environments for commerce and contracting were resisted, it remains an open question whether the law can continue to treat contracts that are made using new transactional technologies as if they were traditional offline, non-automated, non-self-enforcing transactions.

We see across these developments is a pattern of disruption to legal doctrines that were organically expressed in smaller-scale non-industrialised communities—communities where horses, not machines, did the heavy work. Here, the legal rules presuppose very straightforward ideas about holding to account (moreover, holding *personally* to account) those who engage intentionally in injurious or dishonest acts, about expecting others to act with reasonable care, and about holding others to their word. Once new technologies disrupt these ideas, we see the move to strict or absolute criminal liability without proof of intent, to tortious liability without proof of fault, to vicarious liability, and to contractual liability (or limitation of liability) without proof of actual intent, agreement or consent. Moreover, these developments signal a doctrinal bifurcation,” with some parts of criminal law, tort law and contract law resting on traditional principles (and representing, so to speak, ‘real’ crime, tort and contract) while others deviate from these principles as necessary adjustments or corrections are made.

More recently, we find a number of landmark cases in which the development or application of a new technology has exposed gaps or omissions in the law. For example, in the 1970s, Patrick Steptoe and Robert Edwards pioneered the development of the technique of in vitro fertilisation (IVF), famously leading to the birth of Louise Brown in 1978. Although the collaboration between Steptoe and Edwards did not involve any unlawful activity as such, the use of IVF was not explicitly legally authorised and, following the successful use of IVF, the Warnock Committee was set up to make recommendations concerning both assisted conception and the use of human embryos for research. In due course, the Human Fertilisation and Embryology Act, 1990, was put in place. This new legal framework set out the groundrules for the provision of, and access to, IVF services as well as for licensing research using human embryos. Similarly, various technological developments have provoked the creation of new offences to deal with a range of matters from human reproductive cloning to cybercrime. The development of computers necessitated setting out a legal framework for the processing of personal data; and there has been sui generis gap-filling and stretching of IP law to cover such matters as databases, software, and integrated circuits. What is distinctive about this kind of disruption is not so much that there are additions to the legal rule-book but that these responses are typically bespoke, tailored and in a legislative form; and, critically, the regulatory mind-set that directs these responses is quite different to traditional coherenst patterns of thought. Because this is a matter to which we will return in Part 3 of the article, we can leave it at that for the moment.

2.2 The second disruptive wave

The focus of the second disruptive wave is not on the deficient content of prevailing legal rules, or on gaps, but on the availability of new technological instruments that can be applied for regulatory purposes. The response to such disruption is not that some rule changes or new rules are required but that the use of rules is not necessarily the most effective way of achieving the desired regulatory objective.

---


12 As recognised, for example, in the Canadian Supreme Court case of *R. v. Sault Ste. Marie* [1978] 2 S.C.R. 1299, at 1302-1303.
Already, this presupposes a disruption to traditional patterns of legal thinking that is to say, it presupposes a regulatory-instrumentalist and purposive mind-set and a willingness to think about turning to architecture, design, coding, AI, and the like as a regulatory tool. Arguably, we can find such a willingness as soon as people fit locks on their doors. However, the variety and sophistication of the technological instruments that are available to regulators today is strikingly different to the position in both pre-industrial and early industrial societies. In particular, there is much more to technological management than traditional target-hardening: the management involved might—by designing products and places, or by coding products and people—disable or exclude potential wrongdoers as much as harden targets or immunise potential victims; and, there is now the prospect of widespread automation that takes humans altogether out of the regulatory equation. Crucially, with a risk management approach well-established, regulators now find that they have the option of responding by employing various technological instruments rather than rules. This is the moment when, so to speak, we see a very clear contrast between the legal and regulatory style of the rule-governed East coast (whether traditional or progressive) and the technologically managed style of the West coast.24

In the wake of this second disruptive wave, the take-up of technological tools can be charted on a spectrum running from soft to hard.25 At the soft end of the spectrum, the technologies are employed in support of the legal rules. For example, the use of surveillance technologies and/or identification technologies signals that rule-breaking is more likely to be detected; other things being equal, compliance with the rules is assisted and encouraged; but the strategy is still rule-based and the practical option of non-compliance remains. By contrast, at the hard end of the spectrum, the focus and the ambition are different. Here, measures of ‘technological management’ focus on limiting the practical (not the paper) options of regulators;26 and, whereas legal rules back their prescriptions with ex post penal, compensatory, or restorative measures, the focus of technological management is entirely ex ante, aiming to anticipate and prevent wrongdoing rather than punish or compensate after the event. Albeit a measure for road safety rather than crime control, this is how we should interpret the recent EU proposal to require that all new cars should be fitted with devices that ensure that vehicles comply with speed limits.27

Elsewhere, we see the search for technological solutions in relation to the protection of both intellectual property rights (qua digital rights management) and privacy.28 Granted, a good deal of the effort to find such solutions comes from private corporations who deploy technological measures that have the desired regulatory and risk-managing effects. To this extent, these parties act as regulators, albeit not as public regulatory bodies. It is also true that public regulators for example, in relation to the regulation of online content may direct or encourage private parties to develop technological solutions rather than invest in and impose their own technological measures. During the second wave of disruption, all parties who are in a position to ‘regulate’ begin to appreciate the possibilities given by new technological tools.

To elaborate on these latter examples, with the development of computers and then the Internet and World Wide Web, supporting a myriad of applications, it is clear that, when individuals operate in online environments, they are at risk in relation to both their ‘privacy’ and the fair processing of their personal data. Initially, regulators assumed that ‘transactionalism’ would suffice to protect individuals: in other words, it was assumed that, unless the relevant individuals agreed to, or consented to, the processing of their details, it would not be lawful. However, once it was evident that consumers in online environments routinely signalled their agreement or consent in a mechanical way, without doing so on a free and informed basis, a more robust risk-management approach invited consideration. Such an approach might still be rule-based (probably with the reasonableness of online business practice setting the standard), but the management might also be technological. In other words, once we are thinking about the protection of the autonomy of internet-users or about the protection of their privacy, why not also consider the use of technological instruments in service of the regulatory objectives?

Indeed, in Europe, this kind of thinking resonates with what we find in the General Data Protection Regulation (GDPR)29 and, similarly, in Article 13 (now renumbered 17) of the EU Copyright Directive (where content recognition technologies and further development of such technologies are treated as central to cooperative arrangements between copyright holders and information society service providers).30 While talk of ‘privacy enhancing technologies’ and ‘privacy by design’ has been around for some time,31 in the GDPR we see that this is more than talk; it is not just that the regulatory discourse is more technocratic, there are signs that the second disruption is beginning to impact on regulatory practice—although how far this particular impact will penetrate remains to be seen.32

27 See, Graeme Paton, ‘Automatic speed limits planned for all new cars’ The Times, March 27, p 1.
28 Compare, Lee A. Bygrave, ‘Hardwiring Privacy’ in Roger Brownsword, Eloise Scotford, and Karen Yeung (n 26), 754, 755. Here, Bygrave says that, in the context of the design of information systems, the assumption is that, by embedding norms in the architecture, there is ‘the promise of a significantly increased ex ante application of the norms and a corresponding reduction in relying on their application ex post facto.’
29 Regulation (EU) 2016/679. See, e.g., Recital 78 which enjoins data controllers to take ‘appropriate technical and organisational measures’ to ensure that the requirements of the Regulation are met; and similarly, in the body of the GDPR, see Article 25 (concerning data protection by design and by default).
31 See, Bygrave (n 28); Ann Cavoukian, Privacy by Design: The Seven Foundational Principles (Information and Privacy Commissioner of Ontario, 2009, rev ed 2011) (available at https://www.ipc.on.ca/images/Resources/ 7foundationalprinciples.pdf) (last accessed February 5, 2018). For a recent review of the use, development and limits of a range of PETs, see The Royal Society, Protecting privacy in practice (London, March 2019). One of the recommendations made in this report is that government and regulators should ‘support organisations to become intelligent users of PETs’. So, for example, ‘the Information Commissioner’s Office (ICO) should provide guidance about the use of suitable mature PETs to help organisations minimise risks to data protection, and this should be part of the ICO’s Data Protection Impact Assessment guidelines. Such guidance would need to cover how PETs fit within an organisation’s overall data governance infrastructure, since the use of PETs in isolation is unlikely to be sufficient’ (at 7).
32 Bygrave (n 28) argues, at 756, that, despite explicit legal backing, ‘the privacy-hardwiring enterprise will continue to struggle to gain broad traction.’ Most importantly, this is because this enterprise ‘is at odds with powerful
This evolution in regulatory thinking is not surprising. Having recognised the limited fitness of traditional legal rules, and having taken a more regulatory approach, the next step is to think not just in terms of risk assessment and risk management but also to be mindful of the technological instruments that increasingly become available for use by regulators. In this way, the regulatory mind-set is focused not only on the risks to be managed but also how best to manage those risks (including making use of technological tools). 33

3. The Legal Mind-Set Disrupted

It will be recalled that one of the impacts of the first wave of disruption is to destabilise the traditional coherentist mind-set: the challenge comes from a mind-set the logic of which is altogether more purposive and regulatory-instrumentalist. This disruptive effect is compounded by the second wave of disruption when regulatory-instrumentalism is taken in a more technocratic direction. With each mind-set, there are different questions that are focal, different framings, and different conversations that ensue.

Elaborating these disruptive impacts, there are three elements in this part of the article. First, there is a sketch of the three legal and regulatory mind-sets that are central to the narrative: namely, the coherentist, the regulatory-instrumentalist, and the technocratic. Secondly, relative to these mind-sets, I offer a retrospective comment on Judge Frank Easterbrook’s famous assertion that creating a dedicated ‘law of cyberspace’ would be as mindless and inappropriate as recognising a ‘law of the horse’. 34 Although we might quickly dismiss Easterbrook’s intervention as seriously misreading the runes or as underestimating the significance of the regulatory activity at the technological nodes of interest, I suggest that his view is best regarded as a textbook expression of traditional coherentist thinking. Thirdly I will present some initial reflections on the question of which mind-set should be engaged and when. This is an important question and one to which we will return in Part 5.

3.1 The three mind-sets

In what follows, we present three thumbnail sketches of the legal and regulatory mind-sets to which we have referred: the coherentist, the regulatory-instrumentalist, and the technocratic.

Coherentism

Coherentism is defined by four characteristics. First, what matters above all is the integrity and internal consistency of legal doctrine. This is viewed as desirable in and of itself. Secondly, coherentists are not concerned with the fitness of the law for its regulatory purpose. Thirdly, coherentists approach new technologies by asking how they fit within existing legal categories (and then try hard to fit them in). Fourthly, coherentists believe that legal reasoning should be anchored to guiding general principles. Coherentism is, thus, the natural language of litigators and judges, who seek to apply the law in a principled way. 35

...
The regulatory mind-set is, at all stages, instrumental and instrumentally rational. The question is: what works, what will serve certain specified purposes? When a regulatory intervention does not work, it is not enough to restore the status quo; rather, further regulatory measures should be taken, learning from previous experience, with a view to realising the regulatory purposes more effectively. Hence, the purpose of the criminal law is not simply to respond to wrongdoing (as corrective justice demands) but to reduce crime by adopting whatever measures of deterrence promise to work. Similarly, in a safety-conscious community, the purpose of tort law is not simply to respond to wrongdoing but to deter practices and acts where agents could easily avoid creating risks of injury and damage. For regulatory-instrumentalists, the path of the law should be progressive: we should be getting better at regulating crime and improving levels of safety.

According to Edward Rubin, regulatory-instrumentalism is displacing a coherentalist approach. Thus, in the modern administrative state, the ‘standard for judging the value of law is not whether it is coherent but rather whether it is effective, that is, effective in establishing and implementing the policy goals of the modern state.’ Certainly, one of the striking features of the European Union has been the single market project, a project that the Commission has pursued in a spirit of conspicuous regulatory-instrumentalism. Here, the regulatory objectives are: (i) to remove obstacles to consumers shopping across historic borders; (ii) to remove obstacles to businesses (especially small businesses) trading across historic borders; and (iii) to achieve a high level of consumer protection. In order to realise this project, it has been essential to channel the increasing number of member states towards convergent legal positions.

As the single market project has evolved into the digital Europe project, the Commission’s regulatory-instrumentalist mind-set remains perfectly clear. As the Commission puts it:

The pace of commercial and technological change due to digitalisation is very fast, not only in the EU, but worldwide. The EU needs to act now to ensure that business standards and consumer rights will be set according to common EU rules respecting a high-level of consumer protection and providing for a modern business friendly environment. It is of utmost necessity to create the framework allowing the benefits of digitalisation to materialise, so that EU businesses can become more competitive and consumers can have trust in high-level EU consumer protection standards. By acting now, the EU will set the policy trend and the standards according to which this important part of digitalisation will happen.

In this context, coherentialist thoughts about tidying up and standardising the lexicon of the consumer acquis, or pushing ahead with a proposed Common European Sales Law, or codifying European contract law drop down the list of priorities. For regulatory-instrumentalists, when we question the fitness of the law, we are not asking whether legal doctrine is consistent, we are asking whether it is fit for delivering the regulatory purposes.

Last but not least, I take it to be characteristic of the regulatory-instrumentalist mind-set that the thinking becomes much more risk-focused. In the criminal law and in torts, the risks that need to be assessed and managed relate primarily to physical and psychological injury and to damage to property and reputation; in contract law, it is economic risks that are relevant. So, for example, we see in the development of product liability a scheme of acceptable risk management that responds to the circulation of products (such as cars or new drugs) that are beneficial but also potentially dangerous. However, this response is still in the form of a revised rule (it is not yet technocratic); and it is still in the nature of an ex post correction (it is not yet ex ante preventive). Nevertheless, it is only a short step from here to a greater investment in ex ante regulatory checks (for food and drugs, chemicals, and so on) and to the use of new technologies as preventive regulatory instruments. In other words, it is only a short step from risk-managing regulatory-instrumentalist thinking to a more technocratic mind-set.

Technocratic

The third mind-set, evolving from a regulatory-instrumentalist view, is one that is technocratic. In response to the demand that ‘there needs to be a law against this’, the technocratic mind-set, rather than drafting new rules, looks for technological solutions. Such a mind-set is nicely captured by Joshua Fairfield when, writing in the context of non-negotiable terms and conditions in online consumer contracts, he remarks that ‘if courts [or, we might say, the rules of contract law] will not protect consumers, robots will.’

We should not assume, however, that technocratic solutions will be accepted without resistance. For example, in the USA, a proposal to design vehicles so that cars were simply immobilised if seat belts were not worn was eventually rejected. Although the (US) Department of Transportation estimated that the so-called interlock system would save 7,000 lives per annum and prevent 340,000 injuries, ‘the rhetoric of prudent paternalism was no match for visions of technology and “big brotherism” gone mad.’

Safety was important, but it did not always trump liberty. [In the safety lobby’s appeal to vaccines and guards on machines] the freedom fighters saw precisely the dangerous, progressive logic of regulation that they abhorred. The private passenger car was not a disease or a workplace, nor was it a common carrier. For Congress in 1974, it was a private space.

Despite a considerable investment of legislative time, the proposal was quietly dropped at the end of 2014. This also, seemingly, signalled the end of the project on the Common Frame of Reference in which, for about a decade, there had been a huge investment of time and resource.
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47 Despite a considerable investment of legislative time, the proposal was quietly dropped at the end of 2014. This also, seemingly, signalled the end of the project on the Common Frame of Reference in which, for about a decade, there had been a huge investment of time and resource.
Today, similar debates might be had about the use of mobile phones by motorists. There are clear and dramatic safety implications but many drivers persist in using their phones while they are in their cars. If we are to be technocratic in our approach, perhaps we might seek a design solution that disables phones within cars, or while the user is driving. However, once automated vehicles relieve ‘drivers’ of their safety responsibilities, it seems that the problem will drop away—rules that penalise humans who use their mobile phones while driving will become redundant; humans will simply be transported in vehicles and the one-time problem of driving while phoning will no longer be an issue.

While the contrast between a technocratic approach and coher-entism is sharp the former not being concerned with doctrinal integrity and not being entirely focused on restoring the status quo prior to wrongdoing the contrast with regulatory-instrumentalism is more subtle. For both regulatory-instrumentalists and technocrats the law is to be viewed in a purposive and policy-oriented way; and, indeed, as we have said, the latter can be regarded as a natural evolution from the former. In both mind-sets, it is a matter of selecting the tools that will best serve desired purposes and policies; and, so long as technologies are being employed as tools that are designed to assist with a rule-based regulatory enterprise as is the case with the examples of drones at Gatwick airport and harmful online content that we mentioned earlier in the article the technocratic approach might be viewed as merely an offshoot from the stem of regulatory-instrumentalism. However, once technocrats contemplate interventions at the hard end of the spectrum, their thinking departs from order based on rules to one based on technological management, from correcting and penalising wrongdoing to preventing and precluding wrongdoing, and from reliance on rules and standards to employing technological solutions. At this point, the technocratic mind-set reflects a new paradigm.

3.2 Disruption denied and the horse that bolted: was Easterbrook wrong?

Famously, Judge Frank Easterbrook, speaking at an early conference on the ‘Law of Cyberspace’, argued that ‘the best way to learn the law applicable to specialized endeavors is to study general rules.’\(^52\) Hence, Easterbrook claimed, to present a course on the ‘Law of Cyberspace’ would be as misconceived and unilluminating as to present a course on ‘The Law of the Horse’. It would be ‘shallow’ and it would ‘miss unifying principles’.\(^53\) Rather, the better approach is ‘to take courses in property, torts, commercial transactions, and the like…. [For only] by putting the law of the horse in the context of broader rules about commercial endeavors could one really understand the law about horses.’\(^54\) Nevertheless, the law of cyberspace was a horse that was destined to bolt. Easterbrook’s doubts notwithstanding, courses and texts on ‘cyberlaw’, or ‘Internet law’, or ‘e-commerce’, or the like, abound and few would deny that they have intellectual integrity and make pedagogic sense. Similarly, research centres that are dedicated to the study of cyberlaw (or law and technology more generally) have mushroomed and are seen as being in the vanguard of legal scholarship.

That said, was Easterbrook wrong?\(^55\) As we have said, history has proved that Easterbrook was wrong insofar as he was predicting that cyberlaw (or other law/technology projects) would have no future. However, there are also reasons for thinking that Easterbrook was wrong in supposing that the general principles of property, contract, and tort, and the like would represent the key legal material at the new technological nodes of interest. While some of the early case-law on disputes concerning the Internet and on questions provoked by developments in human genetics might have encouraged this view, it is now clear especially so in Europe that bespoke legislation is being put in place to regulate the relevant technologies and their applications.

Nevertheless, to the extent that Easterbrook was expressing a preference for a pedagogic strategy that brings general rules to bear on a range of facts and phenomena (including cyber phenomena), rather than a strategy that isolates cyber phenomena and then assembles the relevant law (both general and particular), his view should not be lightly dismissed. So viewed, the merits of his position hinge on the criteria that we take to be critical for determining the credentials of these rival pedagogic strategies. For example, if we take the criteria to be pedagogic economy, efficiency, and effectiveness, we might think that it is not so clear that Easterbrook was categorically wrong. Indeed, we might think that one of the strengths of Easterbrook’s position is that it stands firm in insisting that students should be taught to think in the way that lawyers traditionally think: namely, figuring out how new fact-situations and phenomena fit with general legal rules and principles. Moreover, even if the cyberlaw horse has bolted, many lawyers persist in engaging with new technologies by approaching them in just the way that Easterbrook recommends for example, a common conversation, after blockchain, is whether smart contract applications will be recognised by judges as equivalent to fiat contracts.\(^56\) In other words, coherest conversations persist. Never-theless, this supposed strength of Easterbrook’s view holds good only so long as what is involved in ‘thinking like a lawyer’ and what it is to ‘really understand the law’ are unproblematic. Once these desiderata are problematised, Easterbrook’s position is open to the objection that it directs the attention of students away from what now really matters, namely the systematically disruptive effects of technology on the law. To fail to foreground such disruption is to fail to understand the relevance and role of the law in a community where processes are increasingly automated and where relations between humans are increasingly mediated and managed by emerging technologies.

Elsewhere, I have suggested that, in our technological time, there are three key questions to be included in the curriculum.\(^57\) These questions are expressed in relation to the teaching of, and curriculum for, the law of contract. However, suitably redrafted, they could be expressed for any of the traditional courses of law that Easterbrook
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has in mind. The three questions are as follows: First, how does the law of contract fit in to the wider regulatory environment for transactions? Secondly, as new transactional technologies become available and are taken up, should we try, like ‘coherentists’, to fit these developments into the existing body of doctrine or should we think about such matters in a more ‘regulatory-instrumental’ way? Thirdly, what should we make of the possibility of regulatory restrictions or requirements being, so to speak, ‘designed into’ the emerging technological platforms or infrastructures for contracts? In other words, what should we make of the ‘technological management’ of transactions?58

To ask these questions, we have to understand that law has been disrupted by new technologies. We have to understand that the context in which law operates is one in which legal rules co-exist with technological instruments that support those rules but that also might supplant and supersede such rules. We also have to understand that the traditional coherentist mind-set that is characteristic of court-centred legal thinking has been disrupted by technological developments that reach back into the Nineteenth Century and that it continues to be disrupted by the development, inter alia, of modern information and communication technologies.

Accordingly, in retrospect, what is wrong with Easterbrook’s approach is not so much that he defaults to a coherentist mind-set but that he seems to be either unaware of the disruptive effects of technology on the law or thinks that such disruption is unimportant. However, to put law and legal thinking in its modern context, to ‘really understand the law’, it is essential to step outside such a mind-set. Only then is it possible to recognise the extent of the disruption wrought by new technologies and, concomitantly, the significance of legal order. Only then do we begin to understand the uneasy co-existence that might be found in the relationship between law and various tech communities59 but also within different factions of the legal and regulatory community. In sum, the problem with Easterbrook’s approach is that it is a denial of (or, in denial about) disruption. While this might be acceptable is anyone’s guess—or perhaps an invisible ‘fence’ at the edge of the care zone so that children (like supermarket trolleys or golf carts) simply could not stray beyond the limits. However, thinking about the puzzle in this way, the question would be entirely about designing the machines and the space in such a way that (harmful) collisions between children and mall-goers simply could not happen.

Which of these responses is appropriate? On the face of it, coherentism belongs to relatively static and stable communities, not to the dynamic and turbulent technological times of the Twenty-First Century—nor as a response to unauthorised drones at airports, or to dangerous or distressing online content, or to accidents involving robot carers. Pace Easterbrook, to assume that traditional legal frameworks enable regulators to ask the right questions and answer them in a rational way seems over-optimistic. If we reject coherentism, we will see regulatory-instrumentalism as a plausible default with the option of a technocratic resolution always to be considered.60 However, there is a concern that regulatory-instrumentalism might tend to ‘flatten’ decision-making, reducing all conflicts to a balance of interests and replacing respect for fundamental values such as respect for human rights and human dignity with an all-purpose utilitarianism.61 Moreover, concerns of this kind are amplified by the prospect of the use of technological management. If law is to be re-invented, regulatory-instrumentalism and technological management cannot be the complete answer. Before re-invention, though, we must speak to re-imagining.

### 3.3 Which mind-set to engage

Given that regulators might frame their thinking in very different ways, does it matter which mind-set they adopt; and, if so, which mind-set should they adopt? When and why should we think like coherentists, when like regulatory-instrumentalists, and when like technocrats?

To illustrate the significance of the regulatory framing, consider the following hypothetical posed by John Frank Weaver:

> [S]uppose the Aeon babysitting robot at Fukuoka Lucle mall in Japan is responsibly watching a child, but the child still manages to run out of the child-care area and trip an elderly woman. Should the parent[s] be liable for that kid’s intentional tort?62

If we respond to this question (of the parents’ liability) with the mind-set of a coherentist, we are likely to be guided by traditional notions of fault, responsibility, causation, and corrective justice. On this view, liability would be assessed by reference to what communities judge to be fair, just and reasonable—and different communities might have different ideas about whether it would be fair, just and reasonable to hold the parents liable in the hypothetical circumstances. By contrast, if we respond like a regulatory-instrumentalist, the thinking is likely to be that before retailers, such as the shop at the mall, are to be licensed to introduce robot babysitters, and before parents are permitted to make use of robocarers, there needs to be a collectively agreed scheme of compensation should something ‘go wrong’. On this view, the responsibilities and liabilities of the parents would be determined by the agreed terms of the risk management package. However, we might also imagine a third response, a response of a technocratic nature, seeking to design out the possibility of such an accident. Quite what measures of technological management might be suggested is anyone’s guess—or perhaps an invisible ‘fence’ at the edge of the care zone so that children (like supermarket trolleys) simply could not stray beyond the limits. However, thinking about the puzzle in this way, the question would be entirely about designing the machines and the space in such a way that (harmful) collisions between children and mall-goers simply could not happen.

60 This possibility (of regulatory effects being coded into software and hardware) is central to Lawrence Lessig’s response to Easterbrook, see Lessig (n 55).


60 For a discussion in point, see David S. Wall, Cybercrime (Cambridge: Polity Press, 2007) where a number of strategies for dealing with ‘spamming’ are considered. As Wall says, if the choice is between ineffective legal rules and a technological fix (filters and the like), then most would go for the latter (at 201).

accommodates both normative rule-based and non-normative technologically-managed approaches. Admittedly, this does not involve the reconceiving of ‘law’ as such we might continue to conceive of law as a rule-based or norm-based enterprise; and we might continue to conceive of modern legal systems in terms of a conjunction of primary and secondary rules, or as multi-level normative orders, or whatever. In other words, we do not have to concede that ‘code’ is law, simply that ‘code’ together with law is part of the regulatory environment. So conceding, the critical correction is to re-imagine law within a regulatory environment that is no longer limited to guidance given by rules or norms.

What would such a regulatory environment look like? Famously, Clifford Shearing and Phillip Stenning highlighted the way in which, at Disney World, the vehicles that carry visitors between locations act as barriers (restricting access). However, theme parks are no longer a special case. We find similar regulatory environments in many everyday settings, where along with familiar laws, rules, and regulations, there are the signs of technological management—for example, we find mixed environments of this kind in homes and offices where air-conditioning and lighting operate automatically, in hotels where the accommodation levels can only be reached by using an elevator (and where the elevators cannot be used and the rooms cannot be accessed without the use of security key cards), and perhaps per excellence in the ‘code/space’ that we find at airports. On arrival at a modern terminal building, while there are many airport rules to be observed—for example, regulations concerning parking vehicles, smoking in the building, or leaving bags unattended, and so on—there is also a distinctive architecture that creates a physical track leading from check-in to boarding. Along this track, there is nowadays an ‘immigration and security zone’, dense with identifying and surveillance technologies, through which passengers have little choice other than to pass. In this conjunction of architecture together with surveillance and identification technologies, we have the non-normative dimensions of the airport’s regulatory environment—the fact of the matter is that, if we wish to board our plane, we have no practical option other than to follow the technologically managed track. Similarly, if we want to shop at an Amazon Go store, we have no choice other than to subject ourselves to the technologically managed environment of such stores; and, of course, if we visit Amazon or any other platform online, we will probably do so subject to both the specified terms and conditions for access and whatever technological features are embedded in the site.

If we treat the regulatory environment as essentially a signalling and steering environment, then each such environment operates with a distinctive set of regulatory signals that are designed to channel the conduct of regulatees within, so to speak, a regulated sphere of possibility. Of course, one of the benefits of technologies is that they can expand our possibilities; without aircraft, we could not fly. Characteristically, though, the kind of technological management that we are contemplating is one that restricts or reduces existing human possibilities (albeit, in some cases, by way of a trade-off for new possibilities). In other words, while normative regulation is directed at actions that are possible—and that remain possible—technological management engages with spheres of possibility but in ways that restructure those regulatory spaces and redefine what is and is not possible. In technologically managed environments, it is not so much a matter of what we ought or ought not to do but of what we can and cannot do.

This brief introduction to a re-imagined regulatory environment of which law is just one part needs more detail. First, we need to make a few schematic remarks about technological management as a regulatory option before, secondly, offering some initial remarks about the mapping of the field that is to be re-imagined. Here, we propose a general map of the field in which we take our bearings from (i) the types of measure or instrument employed (rules or non-rule technologies) and (ii) the source of the measure (public or private regulator); and, then, we propose a more detailed mapping of the technological part of the field in which we take our bearings from (iii) the nature of the technological measure (soft or hard) and (iv) the locus of the intervention (external to or internal to regulatees). If we were to visualise this map, it would comprise a pair of two-by-two grids. The first (general) grid would map: (i) rules issued by a public regulator; (ii) rules issued by a private (regulatory) body; (iii) technological measures employed by a public regulator; and (iv) technological measures employed by a private (regulatory) body. The second (technology-specific) grid would map: (i) soft technological measures that are external to regulatees; (ii) soft technological measures that are internal to regulatees; (iii) hard technological measures that are external to regulatees; and, (iv) hard technological measures that are internal to regulatees. In conjunction with the mapping in the first grid, the mapping in the second grid would supply further and better particulars about the types of technological measures employed by public and by private regulators.

### 4.1 Technological management as a regulatory option

Technological management might employ a variety of measures, including the design of products (such as golf carts or computer hardware and software) and processes (such as the automated production and driving of vehicles, or the provision of consumer goods and services), the design of places (such as the Metro, or theme parks and airports) and spaces (particularly online spaces), and (in future) the design of people. Typically, such measures are employed with a view to managing certain kinds of risks by excluding (i) the possibility of certain actions which, in the absence of this strategy, might be subject only to rule regulation or (ii) human agents who otherwise might be implicated (whether as rule-breakers or as the innocent victims of rule-breaking) in the regulated activities. More...
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over, technological management might be employed by both public regulators and by private self-regulating agents (such as corporations protecting their IP rights or supermarkets protecting their merchandise and their trolleys).

Schematically, where the use of technological management is available as a regulatory option, the process can be presented in the following terms:

- Let us suppose that a regulator, R, has a view about whether regulatees should be required to, permitted to, or prohibited from doing x (the underlying normative view)
- R’s view could be expressed in the form of a rule that requires, permits, or prohibits the doing of x (the underlying rule)
- but, R uses (or directs, or encourages, others to use) technological management rather than a rule
- and R’s intention in doing so is to translate the underlying normative view into a practical design that ensures that regulatees do or do not do x (according to the underlying rule)
- the ensuing outcome being that regulatees find themselves in environments where the immediate signals relate to what can and cannot be done, to possibilities and impossibilities, rather than to the underlying normative pattern of what ought or ought not to be done.

This description, however, is highly schematic and what such a process actually amounts to in practice in particular, how transparent the process is, how much debate there is about the underlying normative view and then about the use of technological measures will vary from one context to another, from public to private regulators, between one public regulator and another, and between one private regulator and another.

It also should be emphasised that the ambition of technological management is to replace the rules by controlling the practical options that are open to regulatees. In other words, technological management goes beyond technological assistance in support of the rules. Of course, regulators might first turn to technological instruments that operate in support of the rules. For example, in an attempt to discourage shoplifting, regulators might require or encourage retailers to install surveillance and identification technologies, or technologies that sound an alarm should a person carry goods that have not been paid for through the exit gates. However, this is not yet full-scale technological management. Once such hard technological management is in operation shoppers will find that it is simply not possible to take away goods without having paid for them.

4.2 Mapping the (re-imagined) field

Even if technological disruption is all around them, why should jurists re-imagine law? If their interests are purely doctrinal, if their mindset is purely coherentist, jurists can continue to engage with their traditional puzzles and lines of inquiry. However, to the extent that technological management displaces rules as the regulatory instrument of choice, traditional legal scholarship loses its relevance; rather like those who are experts in a language that is no longer spoken, coherentist lawyers (following Easterbrook) will be experts in a form of social ordering that is no longer practised. Moreover, if jurists hope to be able to contribute to debates about the legitimacy of particular forms of social ordering or particular exercises of power, they need to think beyond coherentism and they need to re-imagine law as one element in a larger configuration of power.

A general map

We can concede that jurists will have different cognitive interests and priorities. Nevertheless, assuming a common concern with the who and the how of the exercise of regulatory power, we can propose two sets of features that would give shape to a very general map of the re-imagined field. First, the map should indicate which type of measures or instruments are being used; and, secondly, it should indicate whether the source of the measure or instrument is public (and, typically, top down) or private (and, often, bottom-up).

Employing the first indicator, the map should tell us whether a particular regulatory environment, or a particular regulatory space, is constituted by rules or by non-rule technologies (or, indeed, by some combination of rules and non-rule technologies). Where we are in zones that are regulated by rules, we are in familiar territory; we have centuries of jurisprudential reflection to help us. However, where non-rule technologies are in play, it is a very different story. As Sheila Jasanoff has remarked, even though ‘technological systems rival legal constitutions in their power to order and govern society...there is no systematic body of thought, comparable to centuries of legal and political theory, to articulate the principles by which technologies are empowered to rule us.’

Accordingly, once we have our most general map in place, we can begin work on a map that will aid our re-imagining of law specifically where non-rule technologies are in play.

Our general map should also tell us whether the source of the measure is public (and, typically, top down) or private (and, often, bottom-up) in other words, whether the regulator is public or private. In much traditional legal scholarship, the focus is on rules that have been promulgated by public law-making bodies. As critics of this approach have objected, this focus neglects the rule-making activities of private bodies. However, even with an expanded focus, we are still presupposing that we are operating in rule-governed zones. Once we move into regulatory spaces where non-rule technologies apply then we are in largely uncharted territory. Even so, it would be surprising if we did not think it important to know whether these technologies have been initiated and are being controlled by public or by private regulators or pursuant to some form of public/private partnership.

That said, it must be admitted that the distinction between public and private is notoriously contestable and that the distinction between top-down and bottom-up regulation is both crude and far from exhaustive. For example, top-down government regulators might enlist the aid of non-governmental intermediaries (such as Internet service providers or platform providers) or they might adopt a co-regulatory approach setting general targets or objectives for regulatees but leaving them to determine how best to comply. With new technologies occupying and disrupting regulatory spaces, regulators need to re-imagine how best to regulate. As Albert Lin says, in his analysis of new distributed innovative technologies (such as DIYbio, 3D printing, and the platforms of the share economy) these new forms of dynamic activity ‘confound conventional regulation.’

In response, Lin argues, it turns out that ‘[g]overnance of distributed innovation...’
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must be both distributed and innovative.71 There is no one size fits all; and the regulatory environment that is most acceptable and effective is likely to have elements of both top-down and bottom-up approaches together with elements that fit neither of these types.

Nevertheless, as a first cut at re-imagining regulatory spaces, we can work along two axes. On one axis, it is the balance between reliance on rules and reliance on technologies that is measured; and, on the other axis, it is the extent to which regulatory interventions are public and/or top-down or private and/or bottom-up that is measured.

**A specific mapping of technological measures**

Once we are in areas that are regulated by non-rule technological measures, how should we get our bearings? I suggest again, somewhat tentatively that our map should indicate, first, what the nature of the particular measure is (specifically where it lies on a spectrum between soft and hard intervention) and, secondly, the locus of the intervention (specifically where it lies on a spectrum between external (to regulatees) and internal (to regulatees)).

With regard to the first indicator, we can differentiate between, on the one hand, those technological measures that are merely supportive of existing rules or assistive or advisory in relation to decision-making, and, on the other, measures of technological management proper that aim to eliminate or redefine some part of an agent’s practical options. For example, the use of surveillance and identification technologies in the criminal justice system may simply support the rules of the criminal law; and the use of AI in police practice and in criminal justice decision-making may be simply assistive and advisory. By contrast, if vehicles cannot be driven unless seat belts are engaged, we have full-scale technological management.

Some years ago, Mireille Hildebrandt drew a distinction between ‘regulative’ and ‘constitutive’ technological features.74 Whereas the former are in the nature of assistive or advisory technological applications, the latter represent full-scale technological management. By way of an illustrative example, Hildebrandt invites readers to imagine a home that is enabled with a smart energy meter:

One could imagine a smart home that automatically reduces the consumption of energy after a certain threshold has been reached, switching off lights in empty rooms and/or blocking the use of the washing machine for the rest of the day. This intervention [which is a case of a ‘constitutive’ technological intervention] may have been designed by the national or municipal legislator or by government agencies involved in environmental protection and implemented by the company that supplies the electricity. Alternatively [this being a case of a ‘regulative’ technological intervention], the user may be empowered to program her smart house in such a way. Another possibility [again, a case of a ‘regulative’ technological intervention] would be to have a smart home that is infested with real-time displays that inform the occupants about the amount of energy they are consuming while cooking, reading, having a shower, heating the house, keeping the fridge in function or mowing the lawn. This will allow the inhabitants to become aware of their energy consumption in a very practical way, giving them a chance to change their habits while having real-time access to the increasing eco-efficiency of their behaviour.75

Similarly, Pat O’Malley charts the different degrees of technological control on a spectrum running from ‘soft’ to ‘hard’ by reference to the regulation of the speed of motor vehicles:

In the ‘soft’ versions of such technologies, a warning device advises drivers they are exceeding the speed limit or are approaching changed traffic regulatory conditions, but there are progressively more aggressive versions. If the driver ignores warnings, data—which include calculations of the excess speed at any moment, and the distance over which such speeding occurred (which may be considered an additional risk factor and thus an aggravation of the offence)—can be transmitted directly to a central registry. Finally, in a move that makes the leap from perfect detection to perfect prevention, the vehicle can be disabled or speed limits can be imposed by remote modulation of the braking system or accelerator.76

Accordingly, whether we are considering smart cars, smart homes, or smart regulatory styles, we need to be sensitive to the way in which the regulatory environment engages with regulatees, whether it directs signals at regulatees enjoining them to act in particular ways, or whether the technology of regulation simply imposes a pattern of conduct upon regulatees irrespective of whether they would otherwise choose to act in the way that the technology now dictates.

At all points on this spectrum, whether the technological instrument is simply advisory and assistive, or becomes a ‘nudge’ (again running from soft to hard), or becomes a full-blown measure of technological management, we need to be sensitised to the significance of the particular nature of the technological measure.

This takes us to the second specific indicator, the locus of the intervention. For the most part, our assumption is that technological instruments are being embedded in places and spaces in which regulatees find themselves or with which they interact. Hence, we can talk about technologically managed zones or zones that are rule-governed. However, the proliferation of smart portable or wearable devices, together with many other smart products (such as autonomous vehicles) suggests that the relevant regulatory technological features are not so much zones into which human agents enter but extensions of the human agent. Nevertheless, we might persist with the idea that such technological instruments are still external to the agent (qua regulatee). However, with the development of various kinds of augmented reality and implants, the line between external and internal locations becomes more difficult to maintain. As Franklin Foer has suggested, the development of wearables such as ‘Google Glass and the Apple Watch [might] prefigure the day when these companies implant their artificial intelligence within our bodies’.77 In due course, if, in addition to coded spaces and coded products, we have coded human agents (analogous to coded robots), the line between external and internal signalling would have been crossed.

Taking stock, our general map will enable us to identify the type of regulatory measure (rule or non-rule technological) employed together with the source of that measure (public or private); and, where the measure is non-rule technological, our specific map will enable us to identify whether it is a soft or hard intervention and whether the locus is external or internal to regulatees. Even if we are not quite sure how to respond to a particular measure, this initial
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mapping at least helps us to reconstruct our sense of the landscape of law and to grasp how regulatory power is articulated and by whom.

5. Law Re-invented

In this final part of the article, I outline four respects in which law needs to be re-invented. These concern the range of regulatory responsibilities, the Rule of Law, the renewal of coherentist thinking, and the re-designing of legal and regulatory institutions.

5.1 Regulatory responsibilities

We can start by noting two salient features (and striking problems) in relation to current thinking about regulatory responsibilities. The first is the assumption that whatever particular principles or purposes are taken to be guiding, they are in the final analysis reasonably and rationally contestable; and, the second is the ubiquitous engagement in all manner of balancing exercises (between rights, interests, public policy and so on) without any clear sense of there being a hierarchy that guides deciding between conflicting considerations. In short, there is a lack of foundations; and, there is a lack of hierarchy. Accordingly, a priority for the re-invention of law is to restore some order to our understanding of regulatory responsibilities.

In that spirit, I suggest that we frame our thinking by articulating three tiers of regulatory responsibility, the first tier being foundational, and the responsibilities being ranked in three tiers of importance. At the first and most important tier, regulators have a ‘stewardship’ responsibility for maintaining the pre-conditions for human social existence, for any kind of human social community. I will call these conditions ‘the commons’. At the second tier, regulators have a responsibility to respect the fundamental values of a particular human social community, that is to say, the values that give that community its particular identity. At the third tier, regulators have a responsibility to seek out an acceptable balance of legitimate interests. The responsibilities at the first tier are cosmopolitan and non-negotiable (the red lines here are hard); the responsibilities at the second and third tiers are contingent, depending on the fundamental values and the interests recognised in each particular community. Any conflicts between these responsibilities are to be resolved by reference to the tiers of importance: responsibilities in a higher tier always outrank those in a lower tier.

In what follows, I speak briefly to each of these three tiers before returning to the question of which regulatory mind-set should be engaged.

The regulatory responsibility for the commons

It is an article of faith in the medical profession that doctors should, first, do no harm (to their patients). For regulators, the equivalent injunction should be, first, to ensure that no harm is done to the generic conditions for human agency and self-development. This context is not one that privileges one of regulator or regulatee, the protection of the commons must be special. Indeed, from any practical viewpoint, prudential or moral, that of regulator or regulatee, the protection of the commons must be the highest priority.

Accordingly, we expect regulators to be mindful that we, as humans, have certain biological needs and that there should be no encouragement for technologies that are dangerous in that they compromise the conditions for our very existence; secondly, given that we have a (self-interested) sense of which technological developments we would regard as beneficial, we will press regulators to support and prioritise such developments and, conversely, to reject developments that we judge to be contrary to our self-interest; and, thirdly, even where proposed technological developments are neither dangerous nor lacking utility, some will argue that they should be prohibited (or, at least, not encouraged) because their development would be immoral.

If we build on this analysis, we will argue that the paramount responsibility for regulators (whether they otherwise think like coherentists, regulatory-instrumentalists, or technocrats) is to protect, preserve, and promote:

• the essential conditions for human existence (given human biological needs);
• the generic conditions for human agency and self-development; and,
• the essential conditions for the development and practice of moral agency.

These, it bears repeating, are imperatives for regulators in all regulatory spaces, whether international or national, public or private. Of course, determining the nature of these conditions will not be a mechanical process and I do not assume that it will be without its points of controversy. Nevertheless, let me give an indication of how I would understand the distinctive contribution of each segment of the commons.
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In the first instance, regulators should take steps to protect, preserve and promote the natural ecosystem for human life. At minimum, this entails that the physical well-being of humans must be secured; humans need oxygen, they need food and water, they need shelter, they need protection against contagious diseases, if they are sick they need whatever medical treatment is available, and they need to be protected against assaults by other humans or non-human beings. It follows that the intentional violation of such conditions is a crime against, not just the individual humans who are directly affected, but humanity itself.

Secondly, the conditions for meaningful self-development and agency need to be constructed: there needs to be a sufficient sense of self and of self-esteem, as well as sufficient trust and confidence in one’s fellow agents, together with sufficient predictability to plan, so as to operate in a way that is interactive and purposeful rather than merely defensive. Let me suggest that the distinctive capacities of prospective agents include being able:

- to freely choose one’s own ends, goals, purposes and so on (‘to do one’s own thing’)
- to understand instrumental reason
- to prescribe rules (for oneself and for others) and to be guided by rules (set by oneself or by others)
- to form a sense of one’s own identity (‘to be one’s own person’).

Accordingly, the essential conditions are those that support the exercise of these capacities. With existence secured, and under the right conditions, human life becomes an opportunity for agents to be who they want to be, to have the projects that they want to have, to form the relationships that they want, to pursue the interests that they choose to have and so on. In the twenty-first century, no other view of human potential and aspiration is plausible; in the twenty-first century, it is axiomatic that humans are prospective agents and that agents need to be free.

The gist of these agency conditions is nicely expressed in a paper from the Royal Society and British Academy where, in a discussion of data governance and privacy, we read that:

Future concerns will likely relate to the freedom and capacity to create conditions in which we can flourish as individuals; governance will determine the social, political, legal and moral infrastructure that gives each person a sphere of protection through which they can explore who they are, with whom they want to relate and how they want to understand themselves, free from intrusion or limitation of choice.

In this light, we can readily appreciate that unlike, say, Margaret Atwood’s post-apocalyptic dystopia, *Oryx and Crake* what is dystopian about George Orwell’s *1984* and Aldous Huxley’s *Brave New World* is not that human existence is compromized but that human agency is compromized. We can appreciate, too, that today’s dataveillance practices, as much as *1984*’s surveillance, ‘may be doing less to deter destructive acts than [slowly to narrow] the range of tolerable thought and behaviour.’

Thirdly, the commons must secure the conditions for an aspirant moral community, whether the particular community is guided by teleological or deontological standards, by rights or by duties, by communitarian or liberal or libertarian values, by virtue ethics, and so on. The generic context for moral community is impartial between competing moral visions, values, and ideals; but it must be conducive to ‘moral’ development and ‘moral’ agency in a formal sense. So, for example, in her discussion of techno-moral virtues, (sous) surveillance, and moral nudges, Shannon Vallor is rightly concerned that any employment of digital technologies to foster prosocial behaviour should respect the importance of conduct remaining ‘our own conscious activity and achievement’ rather than passive, unthinking submission. She then invites readers to join her in imagining that Aristotle’s Athens had been ruled by laws that ‘operated in such an unobtrusive and frictionless manner that the citizens largely remained unaware of their content, their aims, or even their specific behavioral effects.’ In this regulatory environment, we are asked to imagine that Athenians ‘almost never erred in moral life, either in individual or collective action.’ However, while these fictional Athenians are reliably prosocial, ‘they cannot begin to explain why they act in good ways, why the ways they act are good, or what the good life for a human being or community might be.’ Without answers to these questions, we cannot treat these model citizens as moral beings. Quite simply, their moral agency is compromised by technologies (in this instance, legal rules) that do too much regulatory work.

Agents who reason impartially will understand that each human agent is a stakeholder in the commons where this represents the essential conditions for human existence together with the generic conditions of both self-regarding and other-regarding agency; and, it will be understood that these conditions must, therefore, be respected. While respect for the commons’ conditions is binding on all human agents, it should be emphasised that these conditions do not rule out the possibility of prudential or moral pluralism. Rather, the commons represents the pre-conditions for both individual self-development and community debate, giving each agent the opportunity to develop his or her own view of what is prudent as well as what should be
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morally prohibited, permitted, or required. However, the articulation and contestation of both individual and collective perspectives (like all other human social acts, activities and practices) are predicated on the existence of the commons.

The regulatory responsibility to respect the community’s fundamental values

Beyond the fundamental stewardship responsibilities, regulators are also responsible for ensuring that the fundamental values of their particular community are respected. Just as each individual human agent has the capacity to develop their own distinctive identity, the same is true if we scale this up to communities of human agents. There are common needs and interests but also distinctive identities.

From the middle of the Twentieth Century, many nation states have expressed their fundamental (constitutional) values in terms of respect for human rights and human dignity. These values clearly intersect with the commons conditions and there is much to debate about the nature of this relationship and the extent of any overlap for example, if we understand the root idea of human dignity in terms of humans having the capacity freely to do the right thing for the right reason, then human dignity reaches directly to the commons’ conditions for moral agency. However, those nation states that articulate their particular identities by the way in which they interpret their commitment to respect for human dignity are far from homogeneous. Whereas, in some communities, the emphasis of human dignity is on individual empowerment and autonomy, in others it is on constraints relating to the sanctity, non-commercialisation, non-commodification, and non-instrumentalisation of human life. These differences in emphasis mean that communities articulate in very different ways on a range of beginning of life and end of life questions as well as questions of human enhancement, and so on.

Recalling the second wave of technological disruption, one question that should now be addressed is whether, and if so how far, a community sees itself as distinguished by its commitment to regulation by rule and by human agents. Is it distinctively East coast or West coast in its regulatory culture? In some smaller scale communities or self-regulating groups, there might be resistance to a technocratic approach because compliance that is guaranteed by technological means compromises the context for trust this might be the position, for example, in some business communities (where self-enforcing transactional technologies, such as blockchain, are rejected). Or, again, a community might prefer to stick with regulation by rules and by human agents because, valuing public participation in setting standards as well as some flexibility in their application, it is worried that, with a more technocratic approach, there might be both reduced participation and a loss of flexibility.

If a community decides that it is generally happy with an approach that relies on technological features rather than rules, it then has to decide whether it is also happy for humans to be out of the loop. Where the technologies involve AI, the ‘computer loop’ might be the only loop that there is. As Shawn Bayern and his co-authors note, this raises an urgent question, namely: ‘do we need to define essential tasks of the state that must be fulfilled by human beings under all circumstances?’ Furthermore, once a community is asking itself such questions, it will need to clarify its understanding of the relationship between humans and robots in particular, whether it treats robots as having moral status, or legal personality, and the like.

In Europe, the latter question is still under relatively early discussion with a number of views being expressed. However, in relation to the former question, Article 22 of the GDPR stakes out a default prohibition on solely automated decisions which have legal or other significant effects in relation to an individual and it then provides for humans to be brought back into the loop where the default does not apply. That said, the Article, as drafted, gives rise to many nice points of legal interpretation and, more importantly, makes bold assumptions about the visibility and discrete nature of ‘decisions’ in technological infrastructures as well as about the confidence of (and in) human arbitrators who are brought back into the loop.

It is, of course, essential that the fundamental values to which a particular community commits itself are consistent with (or cohere with) the commons conditions; and, if we are to talk about a new form of coherism as I will suggest we should it should be focused in the first instance on ensuring that regulatory operations are so consistent.

The regulatory responsibility to seek an acceptable balance of interests

This takes us to the third tier of regulatory responsibility. As we have said, with the development of a regulatory-instrumentalist mind-set, we find that much of traditional tort and contract law is overtaken by an approach that seems to promote general policy objectives (such as supporting and encouraging beneficial innovation) while balancing this with countervailing interests. Given that different balances will appeal to different interest groups, finding an acceptable balance is a major challenge for regulators.
Today, we have the perfect example of this challenge in the anxious debate about the responsibilities of Internet intermediaries, the argument being that they should be required to be far more active in monitoring the content they carry, failing which they should be held accountable for the negative consequences that ensue, where these consequences range from teenagers self-harming and committing suicide to parents declining vaccines for their children to acts of terrorism. At the core of this debate is the question of whether intermediaries should be required to monitor content or simply act after the event by taking down offending content. In principle, we might argue that such intermediaries should be held strictly liable for any or some classes of illegal content; or that they should be liable if they fail to take reasonable care; or that they should be immunised against liability even though the content is illegal. If we take a position at the strict liability end of the range, we might worry that the liability regime is too burdensome to intermediaries and that online services will not expand in the way that we hope; but, if we take a position at the immunity end of the range, we might worry that this treats the Internet as an exception to the Rule of Law and that it becomes a hostage to fortune (inviting the illegal activities of copyright infringers, paedophiles, terrorists and so on). In practice, most legal systems balance to fortune (inviting the illegal activities of copyright infringers, paedophiles, terrorists and so on). In principle, we might also—and, indeed, I firmly believe that we should—apply the ideal of the Rule of Law to the regulatory use of technological measures. The fact that regulators who employ technological management appeals because it promises to be more effective than rules; but, its brute instrumentalism demands that its use is conditioned by principles that give it legitimacy—otherwise, there is no reason why regulatees should at least acquiesce in its use. Although, as specified, technological management is materially different to the traditional legal enterprise of subjecting human conduct to the governance of rules, it is imperative that we apply the spirit of the Rule of Law to the regulatory use of technological measures. Even though there are many conceptions of the Rule of Law, I take it that the spirit of this ideal is that it sets it face against both arbitrary governance and irresponsible citizenship. Advocates of particular conceptions of the ideal will specify their own favoured set of conditions (procedural and substantive, thin or thick) for the Rule of Law which, in turn, will shape how we interpret the line between arbitrary and non-arbitrary governance as well as whether we judge citizens to be acting responsibly or irresponsibly in their response to acts of governance. Viewed in this way, the Rule of Law represents a compact between, on the one hand, lawmakers, law-enforcers, law-interpreters, and law-appliers and, on the other hand, the citizenry. The understanding is that the actions of those who are in the position of the former should always be in accordance with the authorising constitutive rules (with whatever procedural and substantive conditions are specified); and that, provided that the relevant actions are in accordance with the constitutive rules, then citizens (including lawmakers, law-enforcers, law-interpreters, and law-appliers in their capacity as citizens) should respect the legal rules and decisions so made. In this sense, no one—whether acting offline or online—is above the law; and the Rule of Law signifies that the law rules. Similarly, if we apply this ideal to the acts of regulators—whether these are acts that set standards, or that monitor compliance, or that take corrective steps in response to non-compliance—then those acts should respect the constitutive limits and, in turn, they should be respected by regulatees provided that the constitutive rules are observed.

In principle, we might also—and, indeed, I firmly believe that we should—apply the ideal of the Rule of Law to technological management. The fact that regulators who employ technological management resort to a non-normative instrument does not mean that the compact is no longer relevant. On the one side, it remains important that the exercise of power through technological management is properly authorised and limited; and, on the other, although citizens might have less opportunity for ‘non-compliance’, it is important that the constraints imposed by technological management are respected. To be sure, the context of regulation by technological management is very different to that of a normative legal environment but the spirit and intent of the compact remains relevant. The importance of the Rule of Law in an era of technological management should not be understated. Indeed, if we are to re-invent law for our technological times, one of the first priorities is to shake off the idea that brute force and coercive rules are the most dangerous expressions of regulatory power; the regulatory power to limit our practical options might be much less obvious but no less dangerous. Power, as Steven Lukes rightly says, ‘is at its most effective when least observable.’

While I cannot here specify a model Rule of Law for future communities, I suggest that the following conditions, reflecting the three-tiered scheme of regulatory responsibilities, merit serious consideration.
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**5.2 The Rule of Law**

Technological management appeals because it promises to be more effective than rules; but, its brute instrumentalism demands that its use is conditioned by principles that give it legitimacy—otherwise, there is no reason why regulatees should at least acquiesce in its use. Although, as specified, technological management is materially different to the traditional legal enterprise of subjecting human conduct to the governance of rules, it is imperative that we apply the spirit of the Rule of Law to the regulatory use of technological measures. Even though there are many conceptions of the Rule of Law, I take it that the spirit of this ideal is that it sets it face against both arbitrary governance and irresponsible citizenship. Advocates of particular conceptions of the ideal will specify their own favoured set of conditions (procedural and substantive, thin or thick) for the Rule of Law which, in turn, will shape how we interpret the line between arbitrary and non-arbitrary governance as well as whether we judge citizens to be acting responsibly or irresponsibly in their response to acts of governance. Viewed in this way, the Rule of Law represents a compact between, on the one hand, lawmakers, law-enforcers, law-interpreters, and law-appliers and, on the other hand, the citizenry. The understanding is that the actions of those who are in the position of the former should always be in accordance with the authorising constitutive rules (with whatever procedural and substantive conditions are specified); and that, provided that the relevant actions are in accordance with the constitutive rules, then citizens (including lawmakers, law-enforcers, law-interpreters, and law-appliers in their capacity as citizens) should respect the legal rules and decisions so made. In this sense, no one—whether acting offline or online—is above the law; and the Rule of Law signifies that the law rules. Similarly, if we apply this ideal to the acts of regulators—whether these are acts that set standards, or that monitor compliance, or that take corrective steps in response to non-compliance—then those acts should respect the constitutive limits and, in turn, they should be respected by regulatees provided that the constitutive rules are observed.

In principle, we might also—and, indeed, I firmly believe that we should—apply the ideal of the Rule of Law to technological management. The fact that regulators who employ technological management resort to a non-normative instrument does not mean that the compact is no longer relevant. On the one side, it remains important that the exercise of power through technological management is properly authorised and limited; and, on the other, although citizens might have less opportunity for ‘non-compliance’, it is important that the constraints imposed by technological management are respected. To be sure, the context of regulation by technological management is very different to that of a normative legal environment but the spirit and intent of the compact remains relevant. The importance of the Rule of Law in an era of technological management should not be understated. Indeed, if we are to re-invent law for our technological times, one of the first priorities is to shake off the idea that brute force and coercive rules are the most dangerous expressions of regulatory power; the regulatory power to limit our practical options might be much less obvious but no less dangerous. Power, as Steven Lukes rightly says, ‘is at its most effective when least observable.’

While I cannot here specify a model Rule of Law for future communities, I suggest that the following conditions, reflecting the three-tiered scheme of regulatory responsibilities, merit serious consideration.
First, for any community, it is imperative that technological management (just as with rules and standards) does not compromise the essential conditions for human social existence (the commons). The Rule of Law should open by emphasising that the protection and maintenance of the commons is always the primary responsibility of regulators. Moreover, all uses of technological management, whether by public regulators or by private regulators or actors should respect this fundamental responsibility.

Secondly, where the aspiration is not simply to be a moral community (a community committed to the primacy of moral reason) but a particular kind of moral community, then it will be a condition of the Rule of Law that the use of technological management (just as with rules and standards) should be consistent with its particular constitutive features whether those features are, for instance, liberal or communitarian in nature, rights-based or utilitarian, and so on. Such is the logic of the second tier of responsibility.

As we have said, many modern communities have articulated their constitutive values in terms of respect for human rights and human dignity. In an age of technological management, this might translate into a human right (or corresponding duties derived from respect for human dignity) to know whether one is interacting or transacting with a robot, to being cared for by humans (rather than robots which can appear to care but without really caring), to having a right to being cared for by humans (rather than robots which for human dignity) to preserve both the logic of the second tier of responsibility.

Looking ahead, one (possibly counter-intuitive) thought is that a community might attach particular value (based on its interpretation of respect for human rights and human dignity) to preserving both human officials (rather than machines) and rules (rather than technological measures) in the core areas of the criminal justice system.

To ring-fence core crime in this way promises to retain some flexibility in the application of rules that carry serious penalties for their infringement as well as preserving an important zone for moral development (and display of moral virtue). Indeed, in some communities, this zone might be thought to be so critical to the very possibility of moral development that the eschewal of technological solutions is seen as reaching back to the commons conditions themselves.

Thirdly, where the use of technological management is proposed as part of a risk management package, so long as the community is committed to the ideals of deliberative democracy, it will be a condition of the Rule of Law that there needs to be a transparent and inclusive public debate about the terms of the package. It will be a condition that all views should be heard with regard to whether the package amounts to both an acceptable balance of benefit and risk as well as representing a fair distribution of such risk and benefit (including adequate compensatory provisions). Before the particular package can command respect, it needs to be somewhere on the spectrum of reasonableness. This is not to suggest that all regulators must agree that the package is optimal; but it must at least be reasonable in the weak sense that it is not a package that is so unreasonable that no rational regulator could, in good faith, adopt it. Such is the shape of the third tier of responsibility.

For example, where technologically managed places or products operate dynamically, making decisions case-by-case or situation-by-situation, then one of the outcomes of the public debate might be that the possibility of a human override is reserved. In the case of driverless cars, for instance, we might want to give agents the opportunity to take control of the vehicle in order to deal with some hard moral choice (whether of a ‘trolley’ or a ‘tunnel’ nature) or to respond to an emergency (perhaps involving a ‘rescue’ of some kind). Similarly, there might be a condition that interventions involving technological management should be reversible—a condition that might be particularly important if measures of this kind are designed not only into products and places but also into people, as might be the case if regulators contemplate making interventions in not only the coding of product software but also the genomic coding of particular individuals. It should be noted, however, that while reversibility might speak to the acceptability of a technological measure, it might go deeper, to either second or first tier responsibilities.

Fourthly, where following community debate or public deliberation, particular limits on the use of technological management have been agreed, those limits should be respected. Clearly, it would be an abuse of power to exceed such limits. In this sense, the use of technological management should be congruent with the particular rules agreed for its use, as well as being coherent with the community’s constitutive rules.

Fifthly, the community will want to be satisfied that the use of technological measures is accompanied by proper mechanisms for accountability. When there are problems, or when things go wrong, there need to be clear, accessible, and intelligible lines of accountability. It needs to be clear who is to be held to account as well as how they are to be held to account; and, the accounting itself must be meaningful.


116 Earlier this year, it was reported that Ernest Quintana’s family were shocked when they saw that a ‘robot’ displaying a doctor on a screen was used to tell Ernest that doctors (at the California hospital where he was a patient) could do no more for him and that he would die soon: see Michael Cook, ‘Bedside manner 101: How to deliver very bad news’ Bioedge (March 18, 2019). Available at https://www.bioedge.org/bioethics/bedside-manner-101-how-to-deliver-very-bad-news/12998 (last accessed April 3, 2019).
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Sixthly, a community might be concerned that the use of technological management will encourage some mission creep. If so, it might stipulate that the restrictive scope of measures of technological management or their forcing range should be no greater than would be the case were a rule to be used for the particular purpose. In this sense, the restrictive sweep of technological management should be, at most, co-extensive with that of the equivalent (shadow) rule.

Seventhly, it is implicit in the Fullerian principles of legality that regulators should not try to trick or trap regulatees; and this is a principle that is applicable whether it is rules or technological measures that are employed as regulatory instruments. Accordingly, it should be a condition of the Rule of Law that technological management should not be used in ways that trick or trap regulatees and that, in this sense, the administration of a regime of technological management should be in line with the reasonable expectations of regulatees (implying that regulatees should be put on notice that technological management is in operation). Crucially, if the default position in a technologically managed regulatory environment is that, where an act is found to be available, it should be treated as permissible, then regulatees should not be penalised for doing the act on the good faith basis that, because it is available, it is a lawful option.

Eighthly, regulatees might also expect there to be a measure of public scrutiny of the private use of technological management. Even if public regulators respect the conditions set by regulatees, it will not suffice if private regulators are left free to use technological management in ways that compromise the planetary conditions or the essential context for agency, or violate the community’s constitutive principles, or exceed the agreed and authorised limits for its use. Accordingly, it should be a condition of the Rule of Law that the private use of technological management should be compatible with the general principles for its use.

5.3 A New Coherentism

In the bigger picture of regulatory responsibilities, where the paramount responsibility is to ensure that no harm is done to the commons, we might wonder whether a traditional coherentist mind-set is appropriate. If regulators think in such a coherentist way, they might fail to take the necessary protective steps steps that might involve new rules, or the use of measures of technological management, or both. While the commons is being compromised, we might fear, coherentists will be concerned only with the integrity of doctrine.

Such a concern invites the thought that a regulatory-instrumentalist approach is a better default but it is only so if regulators are focused on the relevant risks namely, the risks presented by technological development to the commons’ conditions. Moreover, we might want to add that regulatory-instrumentalist with this particular risk focus is only a better default if it is applied with a suitably precautionary mentality. Regulators need to understand that compromising the commons is always the worst-case scenario. Alongside such a default, a technocratic approach might well be appropriate. For example, if we believe that a rule-based approach cannot protect the planetary boundaries, then a geo-engineering approach might be the answer. However, it needs to be borne in mind that, with a resort to technological management, there is potentially more than one kind of risk to the commons: an ineffective attempt to manage risks to the existence conditions might actually make things worse; and an effective intervention for the sake of the existence conditions might compromise the conditions for self-development and moral agency (because both autonomy and virtue presuppose a context in which one acts freely).

Accordingly, the third element in the re-invention of law is the articulation of a ‘new coherentism’. New coherentism reminds all those who act as regulators of two things: first, that their most urgent regulatory focus should be on the commons’ conditions; and, secondly, that, whatever their interventions, and particularly where they take a technocratic approach, their acts must always be compatible with the preservation of the commons.

In future, the Courts—albeit the locus for traditional coherentist thinking—will have an important role to play in bringing new coherentism to bear on the use of technological measures. Most importantly, it will be for the Courts to review the legality of any measure that is challenged relative to the authorising and constitutive rules; and, above all, to check that particular instances of technological management are consistent with the commons-protecting ideals that are inscribed in the Rule of Law. In short, although traditional coherentism might have been prized by private lawyers, the new coherentism is material to questions of public and constitutional law, and beyond that it reaches through to the maintenance of the essential conditions for any community of human agents. Moreover, whatever the significance of the contested distinction between the public and the private, it is certainly not that private regulators have a licence to pursue their own interests regardless of their responsibilities for the preservation and protection of the commons.

With a new coherentist mind-set, it is not a matter of checking for internal doctrinal consistency, nor checking that a measure is fit for its particular regulatory purpose. Rather, a renewed ideal of coherence should start with the paramount responsibility of regulators, namely, the protection and preservation of the commons. All regulatory interventions should cohere with that responsibility. This means that the conditions for both human existence and the context for flourishing agency should be respected. In line with such thinking, in 2017, when researchers met at Asilomar in California to develop a set of precautionary guidelines for the use of AI, it was agreed (in Principle 21) that ‘risks posed by AI systems, especially catastrophic or existential risks, must be subject to planning and mitigation efforts commensurate with their expected impact’.

Moreover, as we have emphasised, if the commons is to be respected, technological management should not be employed in ways that compromise the context for agency and moral community.
Consider, for example, the much debated and protean concept of privacy. A popular view is that respect for privacy should be applied in a ‘contextual’ way. However, there is Context and there are contexts. There is Context (in the sense of the commons) and then there are many contexts that rely on the integrity of the commons. So, if it is judged that privacy reaches through to the interests that agents necessarily have in the commons’ conditions, particularly in the conditions for self-development and agency, it is neither rational nor reasonable for agents, individually or collectively, to authorise acts that compromise these conditions (unless they do so in order to protect some more important condition of the commons). As Maria Brincker expresses this point:

Agents act in relation not to singular affordances but to affordance spaces: choices are always situated calibrations of multiple interests and purposes given the perceived opportunities. To assess the values and risks of potential actions we need to have expectations regarding the consequences of those actions.\(^{134}\)

It follows, argues Brincker, that without some degree of privacy ‘our very ability to act as autonomous and purposive agents’ might be compromised.\(^{135}\) On the other hand, if privacy (and, likewise, data protection) is judged to be simply a legitimate informational interest that has to be weighed in all things considered balance of interests, then we should recognise that what each community will recognise as a privacy interest and as an acceptable balance of interests might well change over time. To this extent, our reasonable expectations of privacy might be both ‘contextual’ and contingent on social practices.\(^{131}\) However, there is Context and there are contexts. There is Context (in the sense of the commons) and then there are many contexts that rely on the integrity of the commons. In short, we can continue to treat coherence as an ideal that is dear to the hearts of private lawyers but, in an era of technological management, it is once coherence is brought into the body of public law that we see its full regulatory significance. Regulation, whether normative or non-normative, will lack coherence if the procedures or purposes that accompany it are out of line with the authorising or constitutive rules that take us back to the Rule of Law itself; and, regulation will be fundamentally incoherent if it is out of line with the responsibility for maintaining the commons. In short, we can continue to treat coherence as an ideal that checks backwards, sideways, and upwards; but, the re-imagina-

Coherence might be an ideal that is dear to the hearts of private lawyers but, in an era of technological management, it is once coherence is brought into the body of public law that we see its full regulatory significance. Regulation, whether normative or non-normative, will lack coherence if the procedures or purposes that accompany it are out of line with the authorising or constitutive rules that take us back to the Rule of Law itself; and, regulation will be fundamentally incoherent if it is out of line with the responsibility for maintaining the commons. In short, we can continue to treat coherence as an ideal that checks backwards, sideways, and upwards; but, the re-imagina-

5.4 Institutional Design

If we are to be properly geared for the discharge of our regulatory responsibilities, this might call for some redesigning of the institutions on which we rely both nationally and internationally. While we can expect national regulators to deal with the routine balancing of interests within their communities as well as respecting the distinctive values of their particular community, the stewardship of the commons seems to call for international oversight. We can start with some remarks about the arrangements nationally for engaging with and regulating new technologies and then we can turn to the possible international regulation of the commons.

The design of national institutions

In the United Kingdom (and, I suspect, in many other nation states), there are two contrasting features in the institutional arrangements that we have for engaging with and regulating new technologies. On the one hand, there is no standard operating procedure for undertaking the initial review of such technologies; and, on the other hand, the Rule of Law in conjunction with democracy dictates that the Courts should settle disputes in accordance with established legal princi-
there is a particular regulatory array with each agency having its own features that shape the answers. Where, as in the United States, new technologies and how, there can of course be some local agency conception). They are presented to the legislature (as was the case with assisted conception). When techniques for assisted conception were being developed and applied, but also being seriously questioned, the response of the UK government was to set up a Committee of Inquiry chaired by Mary Warnock. In 1984, the Committee’s report (the Warnock Report) was published. However, it was not until 1990, and after much debate in Parliament, that the framework legislation, the Human Fertilisation and Embryology Act 1990, was enacted. This process, taking the best part of a decade, is regularly held up as an example of best practice when dealing with emerging technologies. Nevertheless, this methodology is not in any sense the standard operating procedure for engaging with new technologies—indeed, there is no such procedure.

The fact of the matter is that legal and regulatory responses to emerging technologies vary from one technology to another, from one legal system to another, and from one time to another. Sometimes, there is extensive public engagement, sometimes not. On occasion, special Commissions (such as the now defunct Human Genetics Commission in the UK) have been set up with a dedicated oversight remit; and there have been examples of standing technology foresight commissions (such as the US Office of Technology Assessment) but, often, there is nothing of this kind. Most importantly, questions about new technologies sometimes surface, first, in litigation (leaving risk assessment let alone adopt a risk management strategy (unless the legislature has already put in place a scheme that delegates such a responsibility to the courts)). Secondly, if the question finds its way into the legislative arena, it is much more likely that politicians will engage with it in a regulatory-instrumentalist way; and, once the possibility of technological measures gets onto the radar, it is much more likely that (as with institutions in the EU) we will see a more technocratic mind-set.

Thirdly, if leaving so much to chance seems unsatisfactory, then it is arguable that there needs to be a body that is charged with undertaking the preliminary engagement with new technologies. The remit and challenge for such a body would be to ensure that there is no harm to the commons; to try to channel such technologies to our most urgent needs (relative to the commons); and, to help each community to address the question of the kind of society that it distinctively wants to be—doing all that, moreover, in a context of rapid social and technological change. As Wendell Wallach rightly insists:

Bowing to political and economic imperatives is not sufficient. Nor is it acceptable to defer to the mechanistic unfolding of technological possibilities. In a democratic society, we—the public—should give approval to the futures being created. At this critical juncture in history, an informed conversation must take place before we can properly give our assent or dissent.

Granted, the notion that we can build agencies that are fully fit for such purposes might be an impossible dream. Nevertheless, I join those who argue that this is the right time to set up a suitably constituted body, one that would underline our responsibilities for the commons as well as facilitating the development of each community’s regulatory and social licence for these technologies. Possibly this might be along the lines of the Centre for Data Ethics and Innovation as announced by the UK government in late 2017, the wide-ranging terms of reference for which require it to analyse and anticipate risks and opportunities, to agree and articulate best practice, and to advise on the need for action. However, this is a matter for further discussion.

---
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In the light of this, consider briefly the much-debated question of who should be liable for what if there are accidents that involve autonomous vehicles. It goes without saying that it makes little sense to try, in a coherentist way, to apply the principles for judging the negligence of human drivers to questions of liability concerning vehicles in which there is no human in control and where the nature of the technology militates against simple causal accounts when things ‘go wrong’. Yet, if these questions are taken up in the courts, we must expect that judges (reasoning like coherents) will try to apply notions of a reasonable standard of care, proximate cause, and so on, to determine responsibility for very complex technological failures. Indeed, when Joshua Brown was killed while driving his Tesla S car in autopilot mode, Tesla (presumably anticipating litigation or a discourse of fault and responsibility) were quick to highlight the safety record of their cars, to suggest that drivers of their cars needed to remain alert, and to deny that they themselves were careless in any way. By contrast, if regulators in a legislative setting approach the question of liability and compensation with a risk-management mind-set, they will not need to chase after questions of fault or, at any rate, as in the UK Automated and Electric Vehicles Act 2018, insurance and compensation will come first with insurers (and owners) of automated vehicles then able to pursue existing (fault-based) common law claims. In this way, the challenge will be to articulate the most acceptable (and financially workable) compensatory arrangements that accommodate the interest in transport innovation with the interest in the safety of passengers and pedestrians. Ideally, regulators should take a view only after an independent emerging technologies body (of the kind that we do not, but surely should, have) has informed and stimulated public debate.

International stewardship of the commons

The commons is not confined to particular nation states. The conditions for human existence on planet Earth are relevant to all nation states and can be impacted by each nation state’s activities. The same applies where nation states interfere with the conditions for flourishing agency beyond their own national borders. Whether in relation to the conditions for human existence or for the enjoyment of human agency, there can be cross-border spill-over effects. Accordingly, if the essential infrastructure for human social existence is to be secured, this implies that there needs to be a considerable degree of international co-ordination and shared responsibility.

Given that the international regulatory architecture is already extensive, we might think that securing the commons will only require some minor adjustments or additions. On the other hand, stewardship of the kind that is contemplated requires a distinctive and dedicated approach. It might be, therefore, that we need to have bespoke international laws and new international agencies to take this project forward. Moreover, because politics tends to operate with short-term horizons, it also implies that the regulatory stewards should have some independence from the political branch, but not of course that they should be exempt from the rule of Law’s culture of accountability and justification.

Whatever the ideal design, we have to take into account the realities of international relations. One of these realities is that there are at least three kinds of international citizens: first, there are functioning states amongst whom many are good citizens of the international order (respecting the rules of international law); secondly, there are functioning states that are also superpowers (who largely dictate and veto international initiatives as well as playing by their own rules); and, thirdly, there are rogue states (who play by no rules). If the regulatory stewards were drawn from the good citizens, that might be fine insofar as an agency so populated would be focused on the right question and motivated by concerns for the common interest of humans. However, they might find that they are blocked in their efforts to introduce necessary measures of technological management; and, without the support of others, they will be in no position to ensure compliance with whatever precautionary standards they might propose.

A second reality is that, where the missions of international agencies include a number of objectives, trade (rather than human rights or environmental concerns) will often be prioritised. It follows that, if the regulatory stewards are within an international agency, the mission must be limited to the protection of the commons. Even then, there would be no guarantee that the stewards would be immunised against the usual risks of regulatory capture and corruption. In short, unless the culture of international relations is supportive of the stewards, even the ideal regulatory design is likely to fail.

The moral seems to be that, if the common interest is to be pursued, this is a battle for hearts and minds. As Neil Walker has remarked in relation to global law, our future prospects depend on ‘our ability to persuade ourselves and each other of what we hold in common and of the value of holding that in common.’ An international agency with a mission to preserve the commons might make some progress in extending the pool of good citizens but to have any chance of success all nation states need to be on board.

6. Concluding Remarks

In this article, I have described two ways in which law is disrupted by new technologies. To some extent, this is an old story. From the industrial revolution onwards, legal rules have needed remedial attention as their deficiencies are exposed as it becomes apparent that the prevailing rules are not fit for regulatory purpose. That said, the very idea of a rule not being fit for regulatory purpose is itself expressive of a radically disrupted way of thinking. Crucially, though, this old story is now joined by a new disruptive story in which it is the taken-for-
granted assumption that social ordering is to be achieved through rules that is challenged and, concomitantly, that the Rule of Law is exclusively about rule by rules and about application and enforcement of the published rules by human agents. Regulation in future might be more a matter of a conversation between smart machines than a debate in a legislative forum where the participants are human agents.

Given such disruption, what should we do? I have suggested that we should reframe our thinking, re-imagining law as a part of a much more inclusive regulatory environment, an environment that features not only rule-based normative signals but also measures of non-normative technological management. So re-imagined, we can develop a jurisprudence that marks up the credentials of rules rather than technological measures, and vice versa.

There is no guarantee that rules and technological measures can peacefully co-exist. However, if we are to re-invent law, I have suggested that we first need to put in place a grounded and hierarchically ordered scheme of regulatory responsibilities. That scheme can then be used to inform each community’s articulation of the Rule of Law (constraining and authorising the use of measures of technological management) and it can be taken forward through a new and revitalised form of coherentist thinking together with new institutional arrangements.

Rationally, humans should need little persuading: what we all have in common is a fundamental reliance on a critical infrastructure; if that infrastructure is compromised, the prospects for any kind of legal or regulatory activity, or any kind of persuasive or communicative activity, indeed for any kind of human social activity, are diminished. If we value anything, if we are positively disposed towards anything, we must value the commons. If we cannot agree on that, and if we cannot agree that the fundamental role of law is to ensure that power is exercised only in ways that are compatible with the preservation of the infrastructure of all other infrastructures, then the story of disruption, re-imagining and re-invention certainly will not end well.

Finally, I should emphasise that when I say ‘we’ I mean ‘especially we lawyers’. Quite possibly, it will be those lawyers who have an interest in regulation or in emerging technologies who are in the vanguard. However, I would not want to limit responsibility in this way. For, if, as lawyers, we understand how this story should end, then we have a special responsibility to do our best to ensure that it does go well. In this story, we are not merely observers; we have a responsibility for constitutions and for codes, but above all we have a responsibility for the commons and for humanity.
This article offers a brief overview of some of the ethical challenges raised by artificial intelligence (AI), in particular machine learning and data science, and summarizes and discusses a number of challenges for near-future regulation in this area. This includes the difficulties of moving from principles to more concrete measures and problems with implementing ethics by design and responsible innovation.

1. Introduction

AI is already having a pervasive impact today as it is embedded in everyday digital technological systems, and its promises and attractions are likely to increase this impact in the near future. It is likely to have impact in many domains such as transport, marketing, health care, finance, security, science, education, entertainment, agriculture, and manufacturing.

While AI is likely to have many benefits, it also raises a number of ethical issues, some of which are well-known (e.g., privacy) and others which have to do with specific technologies and applications, such as bias created by machine learning and the related data science, or responsibility attribution problems that emerge from these methods and processes. Many of these issues do not only play out at an individual level, but also concern transformations in societies and economies. This is especially the case with AI-powered automation, which enables machines to take over tasks from humans.

This article gives a brief overview of some of the ethical issues and summarizes and discusses a number of challenges for near-future regulation in this area. The focus is on artificial intelligence applications that involve machine learning and data science.

2. Some ethical issues raised by artificial intelligence

Since AI and especially machine learning methods involve a process of data collection, processing, and sharing, a first issue – shared with many other digital technologies – concerns the question whether the privacy of individuals is respected and even whether they know that their data is collected at all. In the context of AI and data science these questions are especially urgent since often users do not know that AI is behind an application they use (e.g., an app on their phone) and since often data given in one context and one domain are then used by another party in another context and another domain, without the knowledge and consent of the people who gave their data.

Another well-known problem is data security: all these systems are networked and may be hacked for malicious purposes (e.g., cybercrime, cyberwar). The technology also relies on vulnerable material infrastructures: AI and other information systems are not entirely made of immaterial code but are embedded in material technological systems and require material infrastructures, which can be disrupted or destroyed.

Moreover, a problem that becomes especially relevant in the case of AI is attribution of responsibility. Since technologies cannot be responsible moral agents and are hence a-responsible, the only way to ensure responsible action is to make humans responsible. However, in technological action it is notoriously difficult to ascribe moral responsibility due to the so-called problem of “many hands”: many people are involved in the often long causal histories that lead to a particular outcome. If there is a problem with the end result, say a recommendation, it is difficult to figure out who was responsible. And since AI is often part of a larger technological system and data histories, it is difficult to figure out if “the AI” caused the problem or some other part of the system. There are not only many hands but also many things.

Responsibility is especially problematic when people who use the systems are lured by the potential of the technology and use it without much hesitation, but are ignorant about most of the system and its history, for example how the data has been generated and combined. People using the systems are supposed to take responsibility but this becomes difficult if they don’t know what they are doing.
But even experts don’t always know everything, and this leads us to the problem of transparency and explainability. It is not always clear what is happening in the process, and this is especially the case for so-called “black box” systems like machine learning that uses neural networks where technically an outcome (recommendation) cannot be traced back to a chain of decisions or reasoning as in decision tree models. Such systems are thus opaque. This is an ethical problem since people should have the right to know why a decision that affects them was taken. If a decision cannot be explained, this is unjust. Explainability is thus a moral requirement.

The problem of bias, furthermore, is especially challenging. Bias means that some individuals or groups are disadvantaged by the outcome of the system. Although problems of bias and discrimination have always been present in societies and cultures, the concern here is that the AI technology may perpetuate these and increase their impact. Bias is often unintended, but may be generated at various stages of the machine learning and data science process. Bias can arise in the selection of the dataset, in the training dataset itself, in the algorithms used, in the application dataset, and indeed in wider society. Consider for example an AI that is trained on text data from the internet, which contains bias in the particular texts or even in the language (e.g., English). Perhaps bias cannot be avoided, in the sense that surely algorithms used for making decisions (e.g., about job applicants) are used for discriminating (e.g., between suitable candidates and others). But the question is always if a particular bias and discrimination is unjust and unfair. An answer to that question is not a merely technical question but an ethical and political one; it depends on our views of justice and on what kind of society we want.

Finally, in so far as AI is used for automation it also impacts work and the future of society. Many authors warn of unemployment and raise the question if a re-structuring of our social institutions is necessary (e.g., basic economy) to answer some of these challenges. This also makes us think about the political question who will decide about the technological future.

3. Addressing ethics of AI issues
While many policy makers that seek regulation of AI agree that something needs to be done in response to these ethical problems, they face a number of challenges. For a start, they need to answer the following questions: they need to figure out what should be done, justify why it should be done, by whom it should be done, and so on. For example, it is not easy to deal with the problem of bias: it is not clear what, exactly, should be done to avoid it as much as possible, and who should take action. And if existing regulation is seen as insufficient, new regulation should be justified: why is it needed, why is the existing regulation not enough? For example, in the case of data protection and privacy but also with regard to transparency and explainability, some argue that the European General Data Protection Regulation (GDPR) instrument, which provides enforceable legislation, is sufficient; others argue that it does not provide enough protection against the risks of automated decision-making when it comes to explainability: there is only a right to information but this does not require full explainability.

4. Guidance
So what about the future? The past year has seen a large number of policy documents that address ethics of AI, both from the public and the private sector. For example, already under the Obama presidency, the U.S. government published a report on the future of artificial intelligence and last year many European countries published reports and strategies, for example the UK’s and France’s. Many documents propose trustworthy and explainable AI, and this has been reflected in supranational work on AI policy. In April 2018, the EU set up a new High-Level Expert Group on AI (HLEG AI) which has recently produced a document with ethical guidelines for AI (European Commission 2019). Earlier the European Group on Ethics in Science and New Technologies (EGE) released a statement on AI which also proposes a number of principles. China and other major global players also have an AI strategy that includes ethics. For example, China has a development plan that recommends minimizing risk. In addition, there also have been civil society actors commenting or campaigning with regard to AI, for example to ban autonomous weapons or to protect the privacy of citizens. And the Institute of Electrical and Electronics Engineers (IEEE), a large international technical professional organization, has taken a Global Initiative on Ethics of Autonomous and Intelligent Systems which has resulted in guidelines for ethical design. And companies such as Google also published AI principles. They are not necessarily opposed to regulation; Apple’s CEO Tim Cook has said that tech regulation is inevitable. However, most industry players seem to prefer a minimal degree of regulation. This is a challenge for those who wish to move towards more substantial regulatory efforts.

Most policy proposals concerning AI ethics start from a number of ethical principles. For example, the HLEG AI starts from fundamental rights (human dignity, freedom of the individual, respect for democracy, justice and the rule of law, and citizens’ rights) and a number of ethical principles, some of which are known from bioethics (the no harm principle, for example) but also explicability. These principles are relevant to AI in the form of machine learning: no harm requires that AI algorithms avoid discrimination, manipulation, and negative profiling, and explicability is interpreted as requiring that AI systems be auditable and comprehensible.

However, this approach in terms of principles raises a number of challenges.

3 National Science and Technology Council Committee on Technology, ‘Preparing For the Future of Artificial Intelligence’ (Executive Office of the President, Office of Science and Technology Policy (OSTP) 2016).
8 https://ethicsinaction.ieee.org/
5. Challenges ahead

First, it is not clear if these expressions of concern for ethics of AI will actually lead to concrete regulation (when it comes to public actors) or concrete actions by corporations (private sector). While, for example, the European Commission set up procedures to stimulate uptake by stakeholders, there is no guarantee that this will actually happen. There is a risk that ethics are used as a fig leaf that helps to ensure acceptability of the technology and economic gain but has no significant consequences for the development and use of the technologies.

Second, even if stakeholders intend to do something with these documents, it is a challenge for regulation to move from more or less vague and abstract principles to more concrete methods, procedures, laws, and institutions. What are the concrete outcomes? Will there be new directives? New laws? Will there be a new agency that can monitor the implementation? While the European Commission document goes some way towards operationalization (further than any of the other documents I read), there is still a lot of work needed in this direction. It remains a huge challenge to bridge between abstract principles and concrete practices.

Third, one of these practices includes development and design of technologies; hence one may propose an ethics by design approach and similar measures. A proactive approach to technology ethics requires that ethics does not only come afterwards, by means of regulation after the technology is already developed, but that a regulatory framework is created to stimulate and (hopefully) ensure that ethics is already taken into account in earlier stages: in the development of the technology. For example, ethics by design could mean that it is required that traceability is ensured at all stages. It is a challenge to think about how to technically implement ethics. For example, Winfield et al. have called for implementing an ‘ethical black box’ in robots and autonomous systems which records data from sensors and the internal system; this could also be applied to AI. More generally, it is challenging to think about how to ensure explainability in technical ways. A related idea is responsible innovation, which requires that all kinds of stakeholders are involved in these earlier stages of development, potentially rendering the whole process more democratic and just.

These ideas also support the vision that regulation need not all be about banning things. We need a positive and constructive ethics of AI, which is not only about regulation in the sense of constraints but about banning things. We need a positive and constructive ethics of AI, which is not only about regulation in the sense of constraints but about banning things. We need a positive and constructive ethics of AI, which is not only about regulation in the sense of constraints but about banning things. We need a positive and constructive ethics of AI, which is not only about regulation in the sense of constraints but about banning things.

Fourth, there needs to be more interaction between legal and ethical expertise. For example, there are interesting questions with regard to which legal instruments can and should be used for dealing with problems of responsibility. For instance, whereas criminal law requires the intention to do harm, negligence asks the question whether a person was under a duty of care to prevent harm; this seems more applicable to AI and the people involved in its processes. Product liability, furthermore, does look at the fault of the person but has the company who produced the AI pay for damages, regardless of fault. This could also be an interesting route to deal with responsibility issues. More generally, there needs to be a discussion about which legal instruments (existing or new) can and should deal with the ethical problems indicated.

Fifth, more generally, there is still a gap in understanding between people coming from the humanities and social sciences and those who have a technical background. A lack of interdisciplinarity can hinder the effectiveness of policy making in an area such as ethics of AI, when parties involved are constrained by their disciplinary understandings. Similarly, transdisciplinarity is needed in the sense that experts from academia need to reach out to (other) stakeholders and vice versa. We need to think about ways to bring together people and domains of knowledge and experience, not only in policy-making and professional life but also in the stage of education.

Sixth, it seems that given the nature of the technology, the problems are global and need to be addressed at a global level. But this is difficult when policy-making is largely happening at nation state level. How effective is it to take regulatory measures at the national level when the technology is developed and used across borders?

Finally, AI ethics policy is also a matter of priorities. There may be other technologies that also stand in need of regulation. And there may be national and global issues that also require our ethical and...
political attention, such as social-economic injustices and climate change. A good AI policy that aims to be ethical needs to address this question of priorities, which is an ethical and political question.

If these barriers can be overcome, there is a chance for effective and good regulation of AI in an ethical direction and, more generally, an AI future that we want.
The injection of emerging technologies into policing implies that policing mandates in law may become mediated and applied through opaque machine learning algorithms, artificial intelligence, or surveillance tools – contributing to a form of ‘black box policing’ challenging foreseeability and clarity and expanding discretionary legal spaces. In this paper, this issue is explored from a constitutional and rule of law perspective, using the requirements of qualitative legality elaborated by the European Court of Human Rights and the implicit democratic values that they serve. Placing this concept of legality into a wider theoretical framework allows legality to be translated into a context of emerging technology to maintain the connections between rule of law, democracy, and individual autonomy.

1. Introduction

1.1 Governing by, and through, technology

Governing is increasingly mediated through digital technology. This is visible in everyday citizen-government interactions, such as online applications for government benefits, income tax declarations and other common e-government services. The digitally mediated nature of governing becomes even more apparent in the face of algorithmic decision-making, where big data and machine learning form a basis for the application of government power and authority. Moreover, the classification of individuals through the observation of their digital footprints is increasingly establishing itself as a governmental short-hand of power, potentially forming the basis for both coercive actions and lethal force. While often discussed in terms of the potential for interferences with privacy or data protection rights, these developments also challenge more fundamental legal values; given the importance of digital technologies in the current exercise of government power, the technologies themselves become crucial for the analysis of whether or not legality as a basic rule of law value is upheld. Legality, understood here in a constitutional context, implies that the exercise of government power should have a basis in law. In a modern understanding – influenced by rule of law values and human rights adjudication – legality also establishes that this legal basis must reach a certain quality; to ensure the accessibility and clarity of law, enable foreseeability, and limit government discretion. As will be shown, these qualitative aspects of legality, as elaborated most clearly by the European Court of Human Rights, also fulfill other, more implicit but equally important, democratic values.

The hypothesis of this paper is that technology adds obscurity to the exercise of law and government power. This obscurity may in many contexts affect the ability to uphold legality as a rule of law value and as a normative limit to government power. While uncertainty is not uncommon in law, it is traditionally perceived as an issue connected to the clarity of legal rules as such and the often-unavoidable indeterminacies of human language that law is expressed through, or such generalisations that are intentionally included to ensure a certain flexibility. Technology, however, adds a different layer of obscurity as the effect of law and the exercise of government power is mediated through a layer of coded norms, logic and presumptions that are external to law and that may be unforeseeable to both legislators and citizens. Technology, as will be shown, may simultaneously act as a driver of vague or indeterminate legislation and inject indeterminacy into an otherwise clear and foreseeable language of law. This raises issues not only with legality, but also with societal values that legality serves, such as the separation of powers, individual autonomy, and democratic legitimacy.


3 See further section 3 below.

4 Cf. Timothy AO Endicott, Vagueness in Law (Oxford University, 2000) 160–164.
The implications of technology are of particular concern in relation to policing, as a context of government power that is subject to detailed regulation given its implications for individual rights, while it is simultaneously an activity which is characterised by significant amounts of autonomy and discretion for both officers and police authorities. As such, technology can be applied in policing through these discretion- ary spaces while having significant effects on the exercise of power in practice – creating in effect a form of black box policing affecting the ability of both citizens and legislators to understand the scope and impetus of police actions and the role technology has played in shaping them. Policing is also an area subject to intense public and political pressure to ‘get the job done’, which further incentivises the use of technology to reach efficiency targets. Consequently, policing is an area of law where the implications of technology in terms of mediating law and policy into practical effects for individuals may carry tangible and far-reaching implications. The examples provided in the policing context may therefore illustrate implications of obscurity due to technologically mediated governing for both legality and democracy which are relevant for other contexts as well. It may also lay the foundation for an analysis of how legality as a component of rule of law may be translated into a context of technologically mediated governing to preserve such values that underpin legality.

First, however, something should be said about the term technologically mediated governing. I use this term here as a shorthand for a behind-the-scenes normative layer of code and data that change the istic mediated governing for both legality and democracy which are relevant for other contexts as well. It may also lay the foundation for an analysis of how legality as a component of rule of law may be translated into a context of technologically mediated governing to preserve such values that underpin legality.

5 Elizabeth E. Joh uses the term ‘surveillance discretion’ to refer to the far-reaching discretion of the police in deciding who to investigate and focus their attention on. See Elizabeth E Joh, ‘The New Surveillance Discretion: Automated Suspicion, Big Data, and Policing’ (2016) 10 Harvard Law and Policy Review 15, 16. See also Selbst (n 1) 119, who comment that ‘[p]olice act with incredible discretion. They choose where to focus their attention, who to arrest, and when to use force. They make many choices every day regarding who is a suspect and who appears to be a criminal.’


8 As such, the interest here — to use the same example of the red light — is rather how technology may be used to either identify persons who did not stop at the red light and then use law to sanction them, or more proactive- ly to identify who is more likely not to stop at the red light and then use existing government powers to control or coerce them in their car use.

The importance of technology for governing has become apparent in the policing context where technologically mediated governing challenges legality. These examples will serve as a background for a broader analysis of legality in section 3, first as a more abstract value, then as a normative requirement as applied in the case law of the European Court of Human Rights (ECtHR). In section 4, I will argue for a broader reading of legality which implicitly serves democratic values. Finally, in section 5, I will sketch out an understanding of legality that highlights the importance of upholding both legal and democratic values in the face of emerging technology and provide some tentative recommenda- tions on how to approach its application.

1.2 The importance of features, code, and data

The importance of technology for governing has become apparent since the rise of the network society. As Lawrence Lessig has noted, we embed different values when constructing code and choosing different technological architectures, and the decisions made regarding these same codes and architectures enable control from whatever sovereign that does the coding.

[If in the middle of the nineteenth century the threat to liberty was] norms, and at the start of the twentieth it was state power, and during much of the middle twentieth it was the market, then my argument is that we must come to understand how in the twenty-first century it is a different regulator – code – that should be our current concern.


10 Yoo and others (n 9) 4. As Yoo et al looked at digitisation of products, these artefacts would in this context instead be the digitisation of govern- ment powers and methods.

11 Bruno Latour, ‘On Technological Mediation’ (1994) 4 Common Knowledge 29, 52. See also Don Ihde, Technology and the Lifeworld (Indiana University Press, 1990) 49, stating that ‘for every revealing transformation there is a simultaneous concealing transformation of the world, which is given through a technological mediation. Technologies transform experience, however subtly, and that is one root of their non-neutrality.’


13 For the use of this term, see Jan van Dijk, The Network Society (Sage Publications, 2012).


15 Lessig (n 14) 121.
Given the importance of architecture, it is, Lessig holds, important not to ignore this type of regulatory modality or accept it as given — rather, it needs to be taken into account in the making of law, and the technological responses to law must be predicted.16

In a similar vein, Hildebrandt aptly uses the term affordances, borrowed from biology, to explain how ‘technologies afford certain behaviours that would otherwise have been impossible, or do not afford certain behaviours that were available before the technology was in place’.17 From this point of departure, she argues that criminal justice has been afforded a more actuarial approach where the focus is placed on profiling and the characteristics and calculated risk a person represents, rather than the actual actions of that person as such.18 Such actuarial justice may also be represented by the increased emphasis on intelligence-led policing (ILP), focusing on patterns and predictability rather than approaching crime on a case-by-case basis.19

As such, technology will affect what law governs, but also how law governs. For example, before the advent of digital networking, the idea of massive interception and automated processing of telecommunications was scarcely afforded by the available technology.20

Given the increased availability of data and the development of processing power and software to automatically process these data, the concept of massive, or bulk, interception has increasingly become afforded by the available technology.21

This brings us to one of the main issues in relation to legality, namely the affordability of new methods of governing within the field of policing. For example, before the advent of digital networking, the idea of massive interception and automated processing of telecommunications was scarcely afforded by the available technology.21

The affordance of new methods of governing within the field of policing brings us to one of the main issues in relation to legality, namely the potential for technological obscurity — i.e., the way in which technology can cloud the implications and effects of legal mandates and policing methods, with potential effects for both the accessibility and foreseeability of law.

2. Delineating the black box of policing

As previously mentioned, the hypothesis of this article is that technology adds obscurity to the application of law and government power. In this section, I will establish the further basis for this hypothesis and outline four ways in which technology either expands discretionary spaces in ways that are opaque for persons outside of a police force, or injects obscurity into existing methods of policing, thereby shifting the practical and regulatory environment where police authorities act. This is not an exhaustive list of possible concerns, but represents such areas of concern that have been either highlighted in previous research or that present a prima facie challenge to the ideals of qualitative legality, as I will soon describe further.

2.1 Avoiding regulatory negotiation: discrete and direct application of technology

In many contexts, executive agencies and other government organs, including law-enforcement authorities, are dependent on law-makers to arbitrate and decide where the interests of public authorities collide with those of private interests or individuals. This is the case when the law requires private entities to assist the police in inquiries or provide material support such as enabling and assisting the police in the surveillance of phone networks. A clear example of this is how the EU data retention directive — while in force — created a responsibility for EU member states to enact legislation which required private telecommunications providers to retain communications data for law enforcement purposes.22 When enacting these rules, law-makers — and by extension courts — are forced to balance public and private interests, while keeping in mind such constitutional rules and limits that may provide a proverbial thumb on the scale in certain contexts.23

The situation is however different when authorities can achieve their aims by more direct and discrete means. Technologies such as IMSI-catchers (a piece of equipment masquerading as a mobile base station, capturing information about nearby mobile equipment) upset this balance by allowing — in the practical sense — authorities (as well as private parties) to monitor communications and surrounding devices without going through telecommunications providers.24 The implication of direct and discrete applications of technology is that the very practical need for the legislature to enable the application of a certain technology within government agencies is reduced or eliminated. There are no communication providers to convince or coerce into cooperation when using an IMSI-catcher, as the technology affords direct surveillance to whomever has access to the equipment in question. As such, the nature of the technology in conjunction with efficiency demands invites authorities to apply the technology, even when the regulatory environment may not support it.25 The reduced need for legislators to practically enable surveillance through legal norms thus affects the impetus for basing such surveillance on clear and foreseeable legal rules. This is exacerbated by the fact that such technologies are more difficult to challenge in court,

16 Lessig (n 14) 126, 129.
17 Hildebrandt (n 1) 121.
18 Hildebrandt (n 1) 124–277.
20 Though a more manual and resource intensive form of massive surveillance was implemented in many countries during the second world war, in Sweden for example, it has been estimated by the Swedish security service that over 11 million telephone calls were subject to interception during the war years, see Säkerhetspolisen, Säkerhetspolisens Årsbok 2013 (Swedish Security Service, 2013).
21 See generally Markus Naarttijärvi, Försörjningsmässiga krigar Och Säkerhetspolisen Preventiva Övervakningsmodell (Iustus förlag, 2013).
23 As it did in the cases from the CJEU invalidating the data retention directive, see Joined Cases C 293/12 and C 594/12, Digital Rights Ireland Ltd v Minister for Communications, Marine and Natural Resources and Others and Kärntner Landesregierung and Others [2014], Judgment of the Court (Grand Chamber), 8 April 2014 (ECLI:EU:C:2014:238).
25 The Swedish police authority has, incidentally, been using IMSI-catchers since — at least — 2005, without a mandate in law, in violation of EU-law and the European Convention on Human Rights. As the method is secret, the difficulty is however to establish legal standing to challenge this in courts. See Markus Naarttijärvi, ‘Swedish Police Implementation of IMSI-Catchers in a European Law Perspective’ (2016) 52 Computer Law & Security Review 852.
as the details of their implementation and use are known primarily within the agencies using them.26

While there has been increased focus on the need for judicial warrants to legally use IMSI-catchers in criminal investigations, the direct and discrete nature of this and similar technologies – like Finfisher-like hacking tools – may create a significant delay in the application of judicial controls. Law-enforcement agencies can in effect take advantage of the legal uncertainty surrounding the method, the covert nature of its use, and the direct and discreet nature of the measure to preclude legal challenges. In Canada, law enforcement agencies have been reported to accept plea-deals rather than risk that the use of IMSI-catchers in the investigations become known through discovery and subject to legal challenges.27 In the United States, secrecy surrounding the same technology has also been attributed to non-disclosure agreements,28 which brings me to my next point.

2.2 Outsourcing policy choices and acceded secrecy: proprietary private sector product development

A second way in which technology creates obscurity is through what could be described as an ‘outsourcing of choice’ to the private sector and the associated proprietarisation and confidentiality of policing technology and methods.

In her important work within this area, Elizabeth E. Joh has analysed the ‘undue influence of surveillance technology companies on policing’ in the United States. She points to how private companies within the surveillance industry make choices in their product development that will influence important aspects of how technology is applied – implicitly affecting policy choices by determining the available choices.29 This is interconnected with the previously mentioned discrete and direct nature of many technologies, allowing them to function and develop without the law properly mediating between private and public interests. The feature set of such products and their future development may be primarily adapted to larger jurisdictional markets, making the implementation of such products into police forces in jurisdictions for which the product has not been adapted problematic as the product may not fit its particular legal framework. From the point of view of obscurity, a further concern with this proprietarisation is that the features and capabilities of these commercial products may be covered by confidentiality agreements between the producer and the purchasing law enforcement agency, or subject to claims of trade secret protection which may limit the effect of information requests.30 This may severely interfere with transparency, giving little or no public insight into the actual effects and implications of police powers. It may also hinder legal challenges to their implementation in a certain jurisdiction as police authorities may have agreed to limit the exposure of the technology in court proceedings.

2.3 Changing the equation: the use of existing data in novel ways

A subtler way that technology can mediate the exercise of government power is through emerging ways of analysing and operationalising data already available to law enforcement. Either through new applications of these data, or their use on a scale that was not factored into the original legislative calculation. This is clearly accentuated by the rise of data mining, big data policing, and actuarial justice.31

The point here is that technologies like data mining can shift the basic paradigm of policing. Whereas traditional policing is largely incident driven – responding to incoming reports, emergency calls and events,32 data mining affords law enforcement agencies to adopt more forward-looking approaches where they act on their own initiatives to try to prevent or mitigate future undesirable acts. As Selbst has pointed out, ‘[D]ata mining allows police to operate unconstrained by theory, finding correlations without worrying why they work’.33 Causality, in this context, is not as interesting as these correlations, as Joh has noted:

In criminal investigations, it may not be necessary to know why certain patterns of driving, purchasing, or movement are associated with crime if the police can claim a high correlation between the two. A high degree of correlation itself might provide justification for heightened police attention.34

This may also shift the basis for when police powers are used and may circumvent the logic underpinning due process rights surrounding the use of such powers. Traditional concepts such as reasonable cause or reasonable suspicion regarding individual suspects of a crime that has been committed are difficult to apply in relation to persons finding themselves in an area designated as a potential future crime hotspot, or who have been placed on a ‘heat-list’ as likely to commit future crimes.35 Here, the issue is both connected to the translation of risk to traditional evidentiary requirements surrounding coercive powers – i.e. whether a statistical risk is enough to warrant coercive measures – and if the data themselves are trustworthy or carry a potential for hidden biases. However, to a large extent the issue of big data policing relates to the potential for inequitable distribution of police attention based on such data.36 The focusing on police attention is traditionally an issue of police discretion that is largely unregulated, but which carries with it inherent issues of equality and fairness that may be exacerbated by the application of emerging technologies of algorithmic decision-making.37 Several researchers have pointed to the potential for predictive policing to create feedback loops whereby existing inequalities in the distribution of police attention create a biased data set which focuses even more attention to certain areas or individuals in the future – attention that may not be warranted
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26 See section 2.2 below.


29 See Joh (n 5) 113–114, discussing police body cameras.

30 See Joh (n 5) 126–126; Selbst (n 1) 189.

31 See Ferguson (n 1); Eubanks (n 1).

32 See Landström et al (n 6).

33 Selbst (n 1) 129.

34 Joh (n 5) 21.

35 Selbst (n 1) 137; Joh (n 5). See also for a more concrete example Vicky Sentas and Camilla Pandolfini, Policing Young People in NSW: A Study of the Suspect Targeting Management Pan (Youth Justice Coalition NSW, 2017).


for the end result of actually preventing crime. Application of data analysis tools may also create what Niculescu-Dincă has described as a sedimentation of design-choices – ‘design choices are covered by sediment and thereby invisible, and the prejudices become rock solid in the working routines of the local police. In this way, they can induce a perception of objectivity towards the enacted community, affecting their presumption of innocence’.

Another point that has been highlighted by Lyria Bennett Moses and Janet Chan is how algorithmic prediction in policing rests on several assumptions that should be open to challenge, such as the data accurately reflecting reality, that the future will be like the past, and that algorithms are neutral.

Some of these assumptions will also negatively affect the transparency and accountability of the process because they are inherent and poorly understood. Given that these assumptions are built into the idea of predictive policing as such, they are sedimented as well, hidden behind software features, and affecting the technologico-mediation of policing.

The main point here from the point of view of legality is that the application of these new analytic technologies in policing is not necessarily tied to express competences in law, but rather to the changing implications of existing discretionary spaces or areas of legislative inactivity. For example, social media posts are public and consequently law enforcement access to collect and analyse such posts may on the one hand be comparable to observing their surroundings – indeed one might ask: why the police should have less possibilities of observing online discourses than an everyday citizen? On the other hand, law enforcement access to social media posts entails issues that challenge that analogy. Unlike general observations of what happens in the physical world, the police can collect, aggregate, and analyse vast quantities of social media postings in a way which the observation of the physical world does not (yet) allow. As such, social media posts can provide data for analyses of social networks of citizens and afford semantic and mathematical analysis on a vast scale that creates real world implications for the exercise of police powers.

Existing commercial software can, for instance, allow police to assign ‘threat scores’ to persons or addresses in advance of responding to emergency calls, or attempt to identify active gang members. This in turn may change the way police behave and respond to calls, which the police claim can lead to a safer responses to incoming calls, whereas opponents claim the opaque and rough calculus of the software may lead to mistakes which implicitly increases the risk of citizens facing unnecessary force.

In sum, given that the application of these new technologies may take place without new legislative action, the risks and benefits that they bring may never have been the subject of any democratic deliberation. Yet the practical effects they yield may be substantial – forming the basis for a potentiality of both structural and individualised discrimination, coercive measures, and the translation of risk assessments into practical effects.

### 2.4 Open code versus algorithmic black boxes

Beyond the impact of emerging technologies on the discretionary spaces of policing powers, their adoption may also obscure the regulation of policing powers as such. If we accept Lessig’s idea that code and architecture regulate, he further argues that this type of regulation will affect transparency. It allows the state to hide a regulatory agenda by pursuing it though indirect regulation. As such, it may serve to render regulation – and by extension – the extent of government powers, invisible. Thus, the code that regulates becomes extremely important, and the transparency of that code may be crucial to the maintenance of overall foreseeability and transparency of power. Consequently, Lessig’s solution in this regard was the use of open code. Allowing access to the code would help with transparency and open up this type of regulation to scrutiny.

However, since Lessig articulated these arguments, the increased emphasis on ‘big data’, machine learning algorithms, and AI has highlighted the difficulty of achieving transparency through accessible code. For instance, the logic behind deep learning neural networks is not necessarily comprehensible even for the coders creating them – nor the officers applying them – awarding them their nickname of ‘black boxes’. Indeed, the point of deploying such neural networks is to achieve a better prediction rate in their application than a human could accomplish and regardless of human comprehension of the logic. In this process, the ability of AI or machine learning systems to generate unexpected or ‘emergent’ results may be regarded by designers as a significant competitive advantage. Certain authors have challenged this idea of obscurity – pointing to the way the design process as a whole can provide some clarity, but the general concern of lacking transparency persists. Furthermore, machine learning algorithms alter their own algorithmic logic in response to new data, continuously developing their prediction model after each new data point. As a result, the underlying code is always evolving, and any transparency of the code will be momentary and fleeting. Finally, and importantly, the ability to predict the effect of a specific algorithm by looking at the code is limited as it will depend on the data it is fed and the quality of those data. Contrary to popular belief, like code – data are rarely neutral, instead they tend to reflect the inherent biases present in whatever environment they originate from. Non-discriminatory code may still produce discriminatory results if the data it is
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fed contains a discriminatory bias, either as a result of a biased data source or a non-representative data set.\textsuperscript{51}

The response from industry and academia have primarily been centred on countering these problems through the development of AI ethics. While ethical standards relating to AI are important in their own right, ethics is not a panacea. Indeed, the tendency to focus on ethics may risk delaying the activation of democratic structures and the regulation through law, instead relying on soft norms and code to govern the permissible extent of the functions and applications of AI.\textsuperscript{52} Going back to the conceptualisation of Kantian ethics, any ethical action must first be legal, indicating a priority of considerations that indicate that ethics should be a complementary, rather than a first order concern in the management of the issues relating to AI.\textsuperscript{53} Simultaneously, utilitarian ethics are prevented in many contexts by higher-order legal norms which explicitly express Kantian norms and do not allow for cost-benefit analysis with respect to individual rights.\textsuperscript{54}

Consequently, to the extent that an otherwise clear and accessible law facilitates the adoption and use of non-transparent code in decision-making or the exercise of public power, the operation of law will be determined by inaccessible and potentially non-explainable factors – implicitly and indirectly challenging the ability of upholding legality. This brings us to what this concept of legality implies and the extent to which it can tackle the issues highlighted so far.

3. Conceptualising legality

3.1 A theoretical basis for qualitative legality

Legality as a rule of law value is a cornerstone of the modern democratic constitutional order. As an ideal of ruling through and under the law, legality has a long, albeit not straightforward, history in Europe dating back to Ancient Greece and Rome.\textsuperscript{55} Today it is well established, at least in a European constitutional context, that the principle of legality may extend beyond a mere requirement that an exercise of government power has a formal basis in law. As will be shown, this wider understanding of legality, which I will refer to as qualitative legality, is influenced by principles of constitutionalism as well as legal theory. It adds several qualitative requirements to the law in question, for instance accessibility, clarity, precision, non-retroactivity, and a general application.\textsuperscript{56} The impact of these requirements can be seen most clearly in relation to legal rules which limit fundamental rights where the formal concept of legality is supplemented with a more substantive understanding that focuses on the rule of law qualities of the legal rules. This development has become clearly apparent in the case law of the European Court of Human Rights (ECtHR, or ‘the court’) in its interpretation of the European Convention on Human Rights (ECHR).\textsuperscript{57} Consequently, the same principles are also implicit in the EU Charter of Fundamental Rights.\textsuperscript{58} As important rule of law values, they can also be found in the definition of the rule of law articulated by the Council of Europe’s Venice Commission.\textsuperscript{59}

While subject to development in recent years, qualitative legality is not a new idea as such, nor is it conceptually limited to the context of limitations of rights or within the area of criminal law where matters of legal certainty are most acute. The values implicit in qualitative legality have indeed been expressed more generally within jurisprudence as aspects of an inner morality of law, given how they act as internal legal modes of rationality in the absence of which we may question whether a legal system can be seen to exist at all. This understanding has been underpinned by the direct relationship between these qualitative requirements and the ability of law to govern the behaviour of individuals; in the absence of foreseeability, individuals cannot understand what the law requires of them and thus are not able to conform to these requirements.\textsuperscript{60}

Most discussions on qualitative legality (or similar concepts by different names) have in common this underpinning of legal authority and legitimacy through the individual’s ability to ascertain and understand what is expected of her. As such, legality derives its value largely from the point of view of the individual, where it forms a bastion against unrestricted or arbitrary government power and acting as a precondition for individual freedom and autonomy.\textsuperscript{61} In this sense, the qualitative requirements have also been described as something akin to a contractual transaction; if the individual is expected to follow the wishes of the legislator, it is no more than right that the individual can also ascertain what those wishes are and rely on a reasonable interpretation of their legal expression.\textsuperscript{62}


52 See Ben Wagner, ‘Ethics as an Escape from Regulation. From “Ethics-Washing” to Ethics-Shopping?’ in Emre Bayamölugu and others (eds), Being Profiled: Cogitas Ergo Sum – to Years of Profiling the European Citizen (Amsterdam University Press, 2018); Paul Nemitz, ‘Constitutional Democracy and Technology in the Age of Artificial Intelligence’ (2018) 376 Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences.

53 Immanuel Kant, Grundlegung Zur Metaphysik Der Sitten (Hofenberg 2016).

54 For example, the right to human dignity as expressed in art. 1 of the EU Charter of Fundamental Rights, see Catherine Dupré, ‘Art 1 – Human Dignity’ in Steve Peers (ed), The EU charter of fundamental rights: a commentary (Hart [u:a], 2014).


58 Cf. Sachs Prechal and Steve Peers, Article 52 – Scope of the Protected Rights’ in Steve Peers and others (eds), The EU Charter of fundamental rights: a commentary (Hart Pub Ltd, 2014) 1473. Though the ECJ has yet to put its foot down despite multiple references by advocate generals, the qualitative requirements should at the very least apply in relation to rights corresponding to the ECHR. See also Robert Schütze, European Constitutional Law (Cambridge University Press, 2014) 447, suggesting the ECJ applies a material rather than formal concept of law.
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These understandings of qualitative legality may consequently be described as largely legal-internal in the sense that they revolve around legal/logical arguments such as the ability of law to govern behaviour, internal coherence, or legal certainty. Even to the extent the qualitative requirements have been labelled as ‘moral’, the morality in question has been described as an inner morality of law.63 Normative legal theories ascribe qualitative legality moral value as it provides law with intrinsic qualities that help explain its authority.64 In a different vein, opining that the requirements say nothing of the moral character of the aim the law is trying to achieve, but rather how well the law manages to convey and achieve this goal, certain legal positivists have instead described them as functional requirements.65 In any case, the internal perspective of these theories is to a large extent intentional,66 and not without merit, as the legal system as such is the object of study and the idea of this system being understood best from the inside has proven capable of generating valuable insights regarding the authority of law.

3.2 Qualitative legality in the practical adjudication of technology: the case of the European Court of Human Rights

The previously mentioned challenges to foreseeability will of course carry with them implications for legality from this internal understanding of the concept. It is, for example, difficult for the individual to ascertain the criteria that will assign her a certain threat score in the algorithmic calculus of police software. Saying nothing about whether this is necessarily the right thing to do, an individual who would prefer to conform to whatever ideal law enforcement would prefer, rather than be deemed a threat, will find that it may be very difficult to do so.67 This is particularly so if the characteristics adding to a certain score are innate or impossible to alter; such as ethnicity, gender or the socioeconomic status of your parents. It may also be difficult for individuals to assert their due process rights when the use of a surveillance technology is secret or shrouded behind confidentiality agreements.68 Finally, it is difficult for individuals to challenge privacy violations in courts when the use of a certain technology is known only to the law enforcement agency employing the method and there are no external parties involved.

While these challenges have not always been addressed directly by courts in the context of emerging technologies, there are ways in which qualitative legality can mitigate some of these concerns. To illustrate this, I will use the case law of the ECtHR and its continuous interest and explanation in relation to the application of this profile to coercive measures will need both a specific and foreseeable legislative approach applied by domestic authorities could be seen as a safeguard against arbitrary interference, when the application of this approach in regards to a specific individual would not be specified.77 This case may indicate that a wide mandate in law cannot be cured by the application of narrower risk-assessment criteria set out in code. It also indicates that the use of risk-assessment profiles as support for coercive measures will need both a specific and foreseeable legislative basis and explainability in relation to the application of this profile to a certain individual.

71 See by analogy Silver and Others v. the United Kingdom (1983) Series A No 61, §§ 88-89, which concerned the screening of prisoners’ letters, the detailed procedures of which was not set out in law but the prisoners concerned had been made ‘sufficiently aware of their content’, thereby surviving scrutiny under ‘in accordance with the law’.
72 Malone v. United Kingdom (1984) Series A No 82. § 68.
73 See Bykov v. Russia App no 4378/02 (ECtHR, 10 March 2009) § 77–82, where the Russian legislation at the time allowed law enforcement authorities to conduct ‘operative experiments’ when investigating serious crime. This allowed unregulated surveillance technologies to be used, bypassing due process safeguards applicable to traditional communications surveillance.
74 See Uzun v. Germany ECHR 2010-VI, § 60–74.
75 See Uzun v. Germany ECHR 2010-VI, § 69–74.
76 See Ben Faiza v. France App no 31461/12 (ECtHR, 8 February 2018); Liberty and Others v. the United Kingdom App no 58243/00 (ECtHR, 1 July 2008) § 62; Bykov v. Russia App no 4378/02 (ECtHR, 10 March 2009).
77 See Ivashchenko v. Russia App no 61064/10 (ECtHR, 15 February 2018) § 83.
Furthermore, states pioneering the implementation of emerging technologies will be subject to stricter scrutiny. As the court held in *S. and Marper v. the United Kingdom*, a case on the retention of DNA samples in the UK (as opposed to DNA profiles, which is common in other state parties to the convention) of persons no longer suspected or convicted of a crime:

The Court observes that the protection afforded by Article 8 of the Convention would be unacceptably weakened if the use of modern scientific techniques in the criminal-justice system were allowed at any cost and without carefully balancing the potential benefits of the extensive use of such techniques against important private-life interests. In the Court’s view, the strong consensus existing among the Contracting States in this respect is of considerable importance and narrows the margin of appreciation left to the respondent State in the assessment of the permissible limits of the interference with private life in this sphere. The Court considers that any State claiming a pioneer role in the development of new technologies bears special responsibility for striking the right balance in this regard.78

While this analysis by the ECtHR was made under the umbrella of proportionality, the court noted that the issue of legality in terms of legal safeguards is closely related to the analysis of proportionality.79

The ruling of the court in the *Marper* case must be tempered by the sensitivity of the type of data involved. However, given the court’s tendency to look at the consensus of signatory states to the ECHR when analysing an interference, the implication of claiming a pioneer role in terms of new technologies is likely to be applied in other cases.

This substantive approach to legality in the ECtHR case law has been combined with a dynamic approach to the possibility to lodge a complaint which is of relevance to opaque government measures. The regular approach of the court is to not review convention states’ law and practice in *abstracto*, but instead to require individuals to show that they are directly affected by the measure at stake.80 To allow a legal challenge against secret surveillance measures however, the ECtHR has adopted an increasingly generous approach to legal standing (victim status) under the convention. This was first established quite early on in the case of *Klass and others v. Germany* from 1978, where the court found that the mere existence of secret surveillance measures combined with the importance of ensuring effective control and supervision of them could warrant exceptions to the main rule.81

The situations where such an approach could be warranted would, according to the ECtHR, have to be determined on a case-by-case basis.82 As elaborated in the more recent case of *Kennedy v. United Kingdom*, the principle reason for this departure from its general approach ‘was to ensure that the secrecy of such measures did not result in the measures being effectively unchallengeable and outside the supervision of the national judicial authorities and the Court’.83

This line of reasoning has recently been extensively articulated in the case of *Roman Zakharov v. Russia*. Here, the ECtHR took account first of the scope of the legislation permitting secret surveillance measures and the potential of an applicant being affected by it, and secondly the available remedies on the national level and the effectiveness of those remedies. When there is suspicion and concern among the general public that secret surveillance powers are being abused, those concerns cannot be said to be unjustified in light of weak domestic remedies.84

The availability of legal safeguards overlaps with legality not only in the sense that lacking safeguards may result in arbitrary powers as in the cases mentioned above. Giving wide discretionary powers to authorities can result in a situation where individuals face great obstacles in trying to show before national courts that the actions of government authorities have been unlawful or unjustified. The resulting lack of meaningful court review in such cases may in itself create possibilities of abuse or arbitrariness which the court has found problematic.85

The approach by the ECtHR in surveillance cases has been interpreted as a sign of the court adopting a republican ‘non-domination principle’, where the effects of law on the power relationship between the state and citizen are taken into account when analysing the potential violation of a right under the convention.86 Such an approach could potentially assist the ECtHR in navigating the more abstract and opaque interferences that new technologies such as big data and algorithmic decision-making might cause. A similar rise in non-domination conceptions of privacy and the impact of new technologies has been identified in the case law of the Court of Justice of the European Union (CJEU), where it has been linked to the need to restrict the accumulation of arbitrary powers.87

These developments in the case law of the ECtHR and the CJEU, while far from offering a comprehensive approach to new technologies, may help maintain legality in the sense of individual foreseeability. It provides a minimum level of transparency and foreseeability of government measures that may be applied to technologically mediated government and could help individuals challenge certain opaque measures. However, in approaching these issues, it is important not to lose track of the role that qualitative legality plays in a larger constitutional framework – extending beyond the individual to the democratic core of the state. This role will be further analysed in the following section and it will eventually give us a reason to return to, and elaborate on, the principles drawn up by the ECtHR.

4. Legality and democracy: dusting off implicit interconnections

The theoretical outline I have previously presented of the concept of qualitative legality has largely been focused on legal certainty and foreseeability for individuals and the preservation of internal legal rationality. However, the maintenance of foreseeability legislation in the face of technologically mediated governing also carries with it important implications for democracy which will here be analysed further.

Assuming we base our understanding of legal legitimacy on the fulfilment of rule of law ideals, it follows from the implications to foreseeability that technologically mediated governing risks undermining the
ensures a connection between the law and the interests of the people as expressed through the elected legislative assembly’s political deliberations and decisions. Indeed, the clearer the connection is between the actions of the state and the concrete legal form of the political decisions resulting from the deliberative and reflective process of representative democracy, the more democratic legitimacy. Maintaining qualitative requirements of legality will uphold a vital link between the language of the law (which holds democratic legitimacy through the deliberations and decisions that precede it) and the actions and decisions of the state.

The logic behind this argument becomes clearer if we think about foreseeability as something having effects in two directions. On the one hand, the individual is supposed to be able to foresee the effects of law on her actions, but this is practically impossible if legislators are not able to foresee the effects of law as mediated through technology. As these practices drift from what the legislator explicitly or implicitly could have foreseen, the legislation loses connection with the deliberative processes of democracy that underpin its legitimacy.95

The need to reach qualitative legality requirements further serves to create and increase transparency, enabling the democratic discourse surrounding current or proposed laws to be based on reasonable levels of foreseeability regarding the potential effects of those laws in relation to, for example, the impact on constitutional rights. Conversely, deficiencies in qualitative legality may result in a situation where neither citizens nor elected legislators really understand the implications of a proposed law, nor the power it confers to the executive. This is especially important when the legal practice is opaque or secret. One poignant example of this can be found in the United States where neither legislators nor citizens seemed able to foresee the vast surveillance system enabled by a vague section of the USA Patriot Act and the powers the executive government would eventually carve out of it.96 While the (unintended) visibility of these surveillance practices through the disclosures of Edward Snowden did not lead to their discontinuation, it did contribute to the democratic debate on the security services’ methods being based on a higher degree of foreseeability into the actual effects of the legislative framework and the actions of government agencies.97 It has also allowed citizens to show standing to challenge the legality of the surveillance regime and the participation of their governments in it.98

In this context, qualitative legality serves an additional important function. It serves to uphold the separation of powers by limiting the discretionary power of the executive, while also upholding legal certainty by requiring that individuals can foresee what law requires and the authority given over them to executive agencies. This is mirrored in that clarity with regards to effects and powers conferred enables the elected representatives to foresee the scope of the power.

89 This idea recently received normative force in the German Federal Court’s decision on the European Financial Stability Facility and the ESM/Euro Plus Pact, where the court held that the Bundestag’s right to decide the budget have to be exercised through deliberation and decision-making in the plenary setting rather than delegated to a committee or to the executive or a supranational mechanism, see Tony Prosser, ‘Constitution-making in the plenary setting rather than delegated to a committee or to the executive or a supranational mechanism’ (2017) 15 International Journal of Constitutional Law 1039, 1061.

90 See Jürgen Habermas, Between Facts and Norms: Contributions to a Discourse Theory of Law and Democracy (Polity, 1996) 304–306.
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handed to the executive and enables an informed democratic debate and discussion on such transfers of power based on a reasonably foreseeable practice.

While qualitative legality can fulfil these democratic functions, it is challenged when the actual effect of law is mediated through technology in ways that impacts foreseeability. In such cases, democratic discourse might be based on limited information and with a diffuse conception of the actual implications of laws under deliberation. It may result in a situation where legislators cannot reasonably foresee the implications of a law or the powers it confers to the executive government, either through a wide interpretive space, or through technological developments that carve out further power from discretionary spaces over time. It may also allow governments to hide or disguise the exercise of power, by clouding them in code. As Lessig puts it, ‘[c]ode-based regulation – especially of people who are not themselves technically expert – risks making regulation invisible.’

He argues that transparency serves as an important check on government power and the only rules government power should impose are those that would be obeyed if imposed transparently.

In the context of technology, these transparent deliberative practices are sometimes described as difficult to achieve due to a perceived inability of the public to navigate complex technological issues that arise in many policy areas. This has led to a questioning of the ideal of deliberative democracy in this context. More recent research in science and technology studies (STS) has however challenged this assumed ignorance and explored instead the differing points of departure from which people navigate and question technological choices and social dilemmas. These viewpoints and experiences may be different from those of experts and politicians, but equally valid and complementary, highlighting the need to maintain public deliberation of emerging technologies and their implications.

In any case, it is fairly obvious that navigating complex social and technological issues is not made easier by keeping them opaque and vague. In fact, a more transparent democratic deliberation can assist governments in achieving compliance with human rights norms, avoiding issues with both legality and proportionality.

An example from Sweden illustrates this. In 2007 a government bill intended to give the Swedish signals intelligence agency (FRA) access to all wired network traffic crossing Swedish borders to allow for automated searches for combinations of keywords and characteristics intended to give the Swedish signals intelligence agency (FRA) access for national security, so-called ‘massive interception’ or ‘bulk collection’. This led to significant public debate and parliamentary infighting, even within the ruling coalition government, over fears of mass surveillance. To pass the bill, the government announced proposals to strengthen the oversight mechanisms, adding – among other things – a court review of search terms and limiting access to only those fibre optic information carriers which are likely to be relevant for the particular intelligence target.

Consequently, the public and parliamentary debate did not only force the government to increase oversight, it also forced it to articulate rather vague and potentially wide legislative language into something more specific and transparent that ultimately managed to gain support in parliament and which may yet survive scrutiny by the ECtHR. This, in turn, served to limit the discretionary space of the signals intelligence agency, maintaining a minimum level of legality, while simultaneously calming the concerns from parliamentarians and certain sections of the public.

This ability of deliberative practices to ‘act as a prophylactic against later costly lawsuits’ is often forgotten. In a constitutional context it can also reduce the risk of legal uncertainties because of legislation that is expensive to implement, yet cannot for long be applied or is simply declared invalid following a decision by a court.

4.2 Allowing autonomy and fostering cross institutional discourse

So far, I have touched upon the role qualitative legality plays for the legislative process. There are, however, further functions that qualitative legality can fulfill to allow for a broader deliberative discourse in a democratic state.

As mentioned above, democracy is more than a simple expression of popular will, it is grounded in a process. As conceptualised by Habermas through his co-originality thesis, any democratic system must capture both public and private autonomy, ensuring that citizens have a standing to both express a political will and assert their constitutional rights.

In this process, courts are tasked with the important role of interpreting and applying law as well as acting as guardians of individual rights. As the ECtHR has concluded, a gradual and foreseeable development of law through legal precedent is not incompatible with qualitative legality.

As far as interpretation of legislative acts goes, there is a point however, where the connecting strands between a legally authoritative interpretation which is foreseeable due to gradual developments in case law, on the one hand, and the democratic legitimacy of parliament on the other, is severed. The question then becomes if the legal system can cure a lacking ex ante democratic deliberation regarding a specific technological reality with ex post judicial means of maintaining individual autonomy? If we adopt a wider understanding of how and when the deliberative practices can be realised, we can reasonably include not only the ability of citizens to engage in public discourse in advance of legislative measures being put in place, but also the way citizens may challenge the constitutionality of law and government measures in courts, asserting their autonomy as legal subjects and actors within a constitutional framework.

In doing so, they can bring constitutional issues under the purview of
of courts – essentially activating a constitutional discourse between courts, government, and parliament.112

This control will in turn enable the autonomy and dignity of the individual to be safeguarded, and as such the preconditions for both the formation of public opinion, the expression of this opinion, and the retention of a democratic system that allows individuals to authorise future legislative assemblies to act on their behalf.113 To enable this, courts must however be open to a more generous approach to standing, as the sometimes subtle individual effects can mask more overarching systemic issues. In this sense, the ECtHR with its dynamic approach to victim status in surveillance cases can be one example of how to balance the interests involved.114

I believe this perspective is a fruitful addition to the concept of republican non-domination as it is connected to similar ideas – distribution of power, our relationship as citizens with government bureaucracies, and the avoidance of discretionary power.115 It also engages similar issues of democratic inclusion as a counteraction to domination.116 But it also engages with further questions of power transfers between government branches, the existence of deliberation regarding the application of a specific technology, as well as the possibility for individuals to assert themselves as autonomous legal actors through the courts.

This brings us to the question of how legality may be understood to safeguard both individual and democratic functions in the light of technologically mediated governing and black box policing. Or, in other words, how should legality be recoded to fit within a technological legal framework?

5. Qualitative legality recoded

The central issue that this contribution has so far orbited (albeit in a rather twisted trajectory) is how technologically mediated governing – particularly in the policing context – can be legally contained and regulated, and how legality in the context of such governing can be upheld in adjudication. So far, I have primarily focused on certain challenges relating to technologically mediated governing and pointed to some tentative responses to those challenges from the ECtHR. I have also outlined the legal and democratic functions that legality fulfils and in doing so attempted to highlight the values that regulation and adjudication in this context should try to uphold. In the following, a more constructive approach, with every intellectual peril that entails, will be attempted.

5.1 Technology neutrality

While academics have, as is evident above, pointed to the risks involved in allowing new technologies to run rampant through the regulatory environment of policing, the response from legislators has often been considerably more innovation-friendly. This is especially evident through the concept of technology neutrality that has been a staple of technological regulation in both the EU and the US since the 1990s.117 As put by Reed, the idea that law should not pinpoint a certain technology, but rather keep itself open to technological development by remaining technology neutral, has been regarded as naturally good, ‘like motherhood and apple pie’.118 This ideal, however, is likely to exacerbate the very issues highlighted here. The point of technology neutral law is often to allow authorities to choose suitable technologies to achieve a government policy, thereby avoiding rigid or outdated legislation. To achieve this, purposes or generalised technological concepts are described to avoid specific references to technology which may become outdated. However, qualitative legality as a concept would (anthropomorphically) frown upon precisely this form of discretion. Not only does it create uncertainty as to how the law is to be interpreted in relation to emerging technology, but the technological affordances that were the point of departure for the deliberations in the legislature may fundamentally shift. The gradual adaptation to new technology that technology neutrality was supposed to ensure, may instead create wide discretionary areas of technologically mediated governing. The risk, essentially, is a transferral of power from parliament (choosing to open up the discretionary technological space) to the executive agencies implementing a certain technology which, depending on the context, may never be subject to review by a court. The black box of policing discussed above is, in other words, nourished by the apple pie of technological neutrality.

In this context, it is worth keeping in mind that there are two distinct types of neutrality. First, there is a very reasonable ideal that constitutional rules and principles should be insusceptible to technological change. As Lessig puts it, judges are translators:

We must always adopt readings of the Constitution that preserve its original values. When dealing with cyberspace, judges are to be translators: Different technologies are the different languages, and the aim is to find a reading of the Constitution that preserves its meaning from one world’s technology to another.119

In terms of the second type of neutrality, which provides government agencies with mandates to exercise power through legislation that does not specify technological means, there is however a risk that technology neutral legislation instead codifies a form of indifference to the importance of code and architecture. It becomes in effect a transferral of power from the democratic arena to the architects of the digital arena; in some cases, this shifts power from the state to markets, in others from parliament to government agencies. In many cases it is both.

It is worth considering that the requirements of qualitative legality, including the deliberative aspects I have argued for above, may demand a more specific legislation – at least in such legislative contexts that may affect individual rights or the power relationship between citizen and state. The need to revisit legislation more frequently in view of new technological developments, while understandably a complicated and time-consuming process, may be a worthwhile price to pay to foster both legality and democratic legitimacy in the technological context.

5.2 A more extensive interpretation of legality

To counter unconstrained transferrals of power, we need to understand the implications of technology, not just in terms of certain individuals or groups at risk of suffering adverse effects, but also the shifts in the power relationship between individuals and the govern-
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ment. Conceptualising the legality of new technologies must therefore go beyond ‘due process legality’, focusing on the particular effects of an individual, and also ask wider questions regarding the transferral of power from law – the purview of parliament – to the technologically mediated bureaucracies of executive agencies and the private technology companies they rely on.

As courts analyse the legality of a certain measure, they should consider the potentialities of technology to shift power relationships within the branches of government and between state and private actors. In doing so, even within the limits of a single case, courts may need to consider the wider implications of a certain technology and whether they are transparent and foreseeable not only for the individual, but also whether they were ever the subject of democratic deliberation at all.

Admittedly, extending the analysis of legality beyond the case at hand might extend the purview of the court into what some may believe would amount to judicial activism, and the counterargument may be that courts should instead defer to the government if in doubt. I would however argue that when the legislator has not even considered the use of a certain technology, there is no legislative will of parliament to defer to.121 Deferring to the government in such cases would instead cause an implicit transferral of power from parliament to the executive that was never intended. In contrast, by keeping in mind the democratic functions of qualitative legality and strictly analysing the legality of a technological measure in that light, courts instead serve parliamentary supremacy by essentially turning the question back to the proper place for democratic deliberation. In doing so, courts will essentially say; ‘if this is what parliament desires, it will at least have say so explicitly, transparently, and after deliberating on the issue’.122

5.3 Judicial pre-review and extensive ex post review

One way in which the application of new technologies could be better insured against a departure from the requirements of legality, while maintaining some flexibility, is through preliminary court reviews of new technologies being implemented within public agencies that may affect individual rights or due process.

While such reviews of legality are often conducted within executive agencies prior to the application of certain methods or technologies, the addition of a court review could fulfil functions that improve qualitative legality in several ways. Following an internal review of the legislative framework surrounding a new or previously untested method, a law enforcement agency could apply to a court to get a preliminary approval of its use, making their best arguments for why the method could have been foreseen and deliberated within the democratic process), the court could refer the issue to the legislature. Should it fit, but with certain caveats, the court could put in place such terms and conditions that are required to limit the use of the technology to what is allowed within the framework of constitutional or human rights rules. Such a preliminary review could also make relevant legal aspects of the application of the method public, reaching the transparency and foreseeability requirements similar to the case of Uzun v. Germany mentioned in section 3.2 above.

The use of preliminary review of specific technologies is different from other measures such as judicial review in abstracto, as it focuses not on the legal rules themselves, but instead on the technologies used and how they fit within a legal framework. Comparable solutions implemented within a political framework exist in certain US cities, most famously in Seattle, where a city surveillance ordinance requires the police to report the use of surveillance technologies onto a ‘master list’ which is then subject to public deliberation and city council review. It is intended to increase political control of surveillance technologies and to increase civil society involvement while increasing public trust in the police.123 While the Seattle ordinance has been seen to not properly address the use of algorithmic surveillance,124 it is still a noteworthy example of how technologies can be subjected to increased scrutiny.

While the publication of details of surveillance methods is – to put it mildly – frowned upon by intelligence and law enforcement agencies, the clarification of more general attributes of surveillance mandates (such as the general scope of its intrusion into a right and the safeguards surrounding it) and the relevant legal aspects of how a technology can be reconciled under a legal mandate, are in any case of the type that needs to be publicly available to reach legality requirements (as they are construed by the ECHR).

To avoid the negative effects of technology neutrality discussed above, a pre-review should strive to delineate the salient features and underlying presumptions that distinguish the legal analysis of the method in terms of impact on individual rights, principles, or rules. This will ensure that shifts in technologies impacting those underlying features and assumptions will necessitate a new review. In relation to surveillance technologies, this could imply a description of the limits in terms of the degree to which the method allows for the mapping of individuals or groups. In relation to the implementation of machine-learning algorithms, this could imply a description of the necessary level of human involvement in decision-making, restrictions on allowed applications, attributes or inferences, restrictions in the further measures taken based on automated profiles, necessary measures to quality assure underlying data sets, or safeguards in terms of ex post auditing.

It is important to note that a review, such as the one outlined above, can only ever be preliminary and must not be allowed to prevent a later ex post judicial review of the application of the technology used. As discussed in previous sections, the actual effects of a certain technology are in many ways dependent on its application and its interface with citizens. The preliminary review can, however, ensure a legal check on otherwise discrete and direct technological measures. It would also serve as a continuously updated inventory of techno-
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logical methods and measures developed or applied within government agencies, increasing transparency. Even if certain aspects or methods would need to be kept under a shroud of secrecy, access to these decisions by oversight organs, researchers, and parliamentary committees would inform the legislative process in the technological context.

### 5.4 Ex post auditing

The importance of algorithms and the data that fuel them is becoming increasingly clear, and there have been increased efforts to ensure some insight into algorithms. In Europe, this push has not been fuelled by concerns of legality, but rather from the viewpoint of data protection, privacy, and informational self-determination. Within the European Union, steps have been taken to try to achieve transparency and limit the impact of profiling and algorithmic decision-making through legislation such as the new EU General Data Protection Regulation (GDPR). Article 13.2(f) GDPR specifically requires the provision of meaningful information about the logic involved in automated decision-making and profiling, as well as the significance and the envisaged consequences of such processing of personal data for the data subject. There is a further rule in article 22, giving data subjects a right not to be subject to decisions made solely on automated processing, including profiling, which produces legal effects for him or her or significantly affects him or her. However, the impact of this rule is limited in two primary ways. First, the rule only applies to fully automated decision-making – including a human in some part of the decision-making process will circumvent the rule as long as the human has meaningful impact on the outcome. Second, the GDPR does not apply to processing of personal data within law enforcement and while there is a similar rule in the directive harmonising data protection in that context, it is possible for member states to allow such automated decision-making through national law though not based on certain sensitive categories of data. Still, the impulse to ensure access to and information about algorithmic decisions based on citizen data is reasonable. Even when the applications of technology are in accordance with the law, transparency can create awareness of how data are used and how government agencies (and, in the case of the GDPR – even private actors) reach their conclusions based on these data. It is however difficult to achieve full transparency, both on account of the technologies involved such as neural networks where the logic may make review fruitless, and because true understanding of the outcomes will require access to the underlying data, which may end up conflicting with privacy and data protection of others whose data are being processed. There may therefore be an increased need for expert auditing of big data governing from oversight bodies where access to information and technological experts can be achieved more effectively. Importantly, the organs auditing such technology should be given mandates which are not tied to express technologies or policing powers as this runs the risk of new technologies being implemented in the gaps between these mandates. Instead, their auditing mandates should be wide and overarching to allow their audit to adapt to changing circumstances.

### 5.5 Avoiding determinism

The advent of technologically mediated governing does not entail a necessary surrender of legal values to the unrelenting march of technological development. Technology challenges the existing framework of legal governance and involves inevitable difficulties in regulating technology. However, as noted in STS literature, the surrender to technological determinism through the idea that technological change causes or determines social change ‘leaves no space for human choice or intervention and, moreover, absolves us from responsibility for the technologies we make and use’. In fact, there is nothing forcing government agencies to employ technological measures or make governing dependent on their application. Indeed, while technological determinism is often visible in the debates on regulating social media, drones, or AI for private entities, the normative influence of law within government entities is, or at least should be, higher. As such, even while we may accept the difficulty of effectively preventing a certain technology from affecting the everyday life-world of private citizens or private entities, this does not answer the question of whether we should allow or pursue the use of the same technology within our government agencies. Instead, these are choices governments can make and abandoning these choices to the whims of technological trends will fundamentally weaken the sphere of democratic deliberation. As Lessig puts it: ‘Code codifies values, and yet, oddly, most people speak as if code were just a question of engineering, or as if code is best left to the market. Or best left unaddressed by government.’

Avoiding this determinism requires us to ‘recode’ legality to fit a technological context. Doing so will essentially require three main considerations to be actively acknowledged in both the legislative process and the adjudication of technologically mediated governing. First, as I have pointed out above, the legislative process must be based on a reasonable level of foreseeability regarding the interaction between law and technology. This may require the abandonment of technology neutrality as a legislative ideal in contexts where technology will interfere with rights, alters the power relationship between citizen and state, or when it significantly affects the balance of power within a constitutional system. If government power should be bound by law, technology cannot be exempt from this.

Second, the review of legality of technological measures by courts should consider the existence of deliberative practices underpinning

---


125 As put by the Article 29 Working Party: ‘The controller cannot avoid the Article 22 provisions by fabricating human involvement. For example, if someone routinely applies automatically generated profiles to individuals without any actual influence on the result, this would still be a decision based solely on automated processing. To qualify as human involvement, the controller must ensure that any oversight of the decision is meaningful, rather than just a token gesture. It should be carried out by someone who has the authority and competence to change the decision. As part of the analysis, they should consider all the relevant data.’ See Article 29 Working Party, ‘Guidelines on Automated Individual Decision-Making and Profiling for the Purposes of Regulation 2016/679’ (Article 29 Working Party 2018) wp251rev01, 21.

126 Article 11, Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, and on the free movement of such data, and repealing Council Framework Decision 2008/577/JHA.
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the measure under review. While a certain technology may fit into the semantic meaning of a legal provision, the effects produced may never have been possible for legislators to envision. While the point here is not that every consequence of technology must have been foreseen – which would make law unbearably complex and rigid – measures that will substantially impact rights or the power relationship between citizen and state, or parliament and the executive, should be subject to a stricter review.

Third and finally, the many subtle ways in which technologically mediated governing can influence individuals will require courts to have a dynamic and generous approach to standing. Here, the approach taken by the ECtHR can serve as inspiration. I have also suggested the implementation of a form of preliminary judicial review of new technologies that could assist in the fulfilment of qualitative legality in the application of emerging technologies in governing. In combination with a strict ex post court review and auditing by expert oversight bodies with access to both code and data, this could aid in the mitigation of the concerns raised here.

5.6 The choices we make

As we have seen, there are several important implications of technologically mediated governing for both legality as a rule of law value, and the implicit democratic values legality serves. This is true both in the context of policing and in other fields of governing. The pertinent question raised is whether automation of government decision-making will itself shape the rule of law. If the development of the rule of law has made the exercise of government power subject to the law, increased foreseeability, and limited arbitrariness, we may indeed reasonably ask whether technologically mediated governing will move important aspects of this governing into a black box. In this box, the norms that govern are statistical rather than legal. The goal of foreseeability is replaced by ambitions of accuracy, and if human discretion is replaced, there is an inherent risk that it is replaced by an automated naivety regarding the systematic inequality which is represented in the data that surround us. Avoiding this will require us to interpret legality in a way that maintains both the explicit and implicit values it protects even in the face of technological change.
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